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Abstract 

Detecting micro-calcifications in mammography images is a crucial step in the early diagnosis of breast cancer, and 

enhancing image quality through pre-processing plays a vital role. In this research, we propose a fuzzy clustering 

algorithm-based approach to accurately identify micro-calcifications in mammography images. To address the low 

quality of mammograms, pre-processing techniques were applied to improve image clarity. A suitable membership 

function was defined to identify calcified regions using fuzzy clustering. The detected regions were then compared 

with those identified by specialists, achieving an improved identification accuracy of 96.7% and a sensitivity of 

97.2%, compared to previous methods which had 95% accuracy and 90.5% sensitivity. In the next phase, neural 

networks were employed to classify the extracted regions into benign and malignant categories. Diagnostic 

performance was evaluated using identification accuracy, sensitivity, and positive and negative predictive values. The 

proposed method demonstrated positive results with an identification accuracy of 97.5%, sensitivity of 98.1%, 

positive predictive value of 98.3%, and negative predictive value of 96.3%. These outcomes indicate that the proposed 

fusion of fuzzy clustering and neural networks enhances diagnostic precision, owing to its high accuracy in region 

extraction and the distinctive features it identifies. 
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Introduction 

Neural networks have become indispensable in both engineering and medical science, revolutionizing these 

fields with their ability to model complex patterns and deliver highly accurate predictions [1,2]. In engineering, 

neural networks have driven significant advancements, particularly in control systems, estimation, clustering, 

and predictive maintenance [3,4]. These developments have substantially enhanced productivity and sparked 

innovation across various industries [5,6]. In medical science, neural networks have ushered in a new era, 

leading to breakthroughs in diagnostics, drug discovery, and personalized treatment strategies [7,8]. By 

enabling healthcare professionals to analyze vast amounts of patient data, neural networks facilitate the 

detection of subtle patterns and correlations that might otherwise remain hidden, greatly improving the 

accuracy of medical assessments and treatments [9,10]. 

Breast cancer is characterized by the uncontrolled growth of cells, leading to the formation of tumors that are 

detectable through X-ray or palpation [11,12]. While the majority of breast masses are non-cancerous (benign) 

and pose no threat to life, they do grow abnormally. However, these benign tumors do not metastasize beyond 

the breast tissue [13,14]. It is worth noting that certain benign breast masses can elevate the risk of developing 

breast cancer in women. The outcomes and complications of breast cancer can vary significantly based on 

several factors, including the specific type of cancer, its clinical stage, and the age of the individual affected 

[15,16]. Early detection and diagnosis play a pivotal role in improving treatment outcomes and survival rates 

for breast cancer patients. Mammography is a crucial radiographic imaging technique used for the early 

detection and diagnosis of breast cancer, making it one of the most significant checkup tests for women's health 

[17,18]. Regular mammography screenings are recommended as a routine test for women, starting from the 

age of 40. The frequency of screenings may vary based on patient’s preference, individual risk factors, family 

history, and medical recommendations. However, for most women, undergoing mammograms every one or 
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two years is a standard practice to ensure early detection and effective management of breast cancer  [19,20]. 

Breast calcification, also known as mammary calcification, refers to the presence of small deposits of calcium 

within the breast tissue. These calcifications can appear on a mammogram as tiny white spots and can be 

categorized as microcalcifications or macrocalcifications, depending on their size. Microcalcifications are very 

small and appear as fine white specks on the mammogram. They are commonly seen in both benign and 

malignant breast conditions. They can sometimes indicate early stages of breast cancer and may require further 

evaluation, such as a biopsy, to determine their significance. Malignant microcalcifications, if left unaddressed, 

can lead to significant health issues over time, as they have the potential to grow and eventually develop into 

breast tumors. Identifying and accurately interpreting these calcifications in mammography images is critical 

for early detection and timely intervention in breast cancer cases. However, one of the challenges faced by 

radiologists is distinguishing between benign and malignant calcification in mammography images. At times, 

these grains may be mistaken for image noise particles, complicating the diagnostic process. The 

differentiation between benign and malignant calcifications requires a high level of expertise and careful 

analysis by the radiologist [21,22]. 

Indeed, extensive research has been conducted to identify breast cancer and effectively differentiate between 

benign and malignant microcalcifications in digital mammography images. Calcifications in mammography 

images can vary significantly in appearance, making their identification and classification a complex task. The 

shape, size, and distribution of calcifications can differ from one patient to another, and even within the same 

individual over time. This variability increases the difficulty of distinguishing between benign and malignant 

calcifications solely based on visual inspection. Breast cancer detection involves four essential steps: pre-

processing, segmentation, feature extraction, and classification. Pre-processing aims to enhance 

mammography image quality and reduce noise. Segmentation identifies different areas of the breast, including 

tumors and small calcifications. Feature extraction captures relevant characteristics like texture and shape. 

Finally, classification models distinguish between benign and malignant abnormalities. Pre-processing plays 

a vital role in breast cancer detection by reducing noise, removing irrelevant information, and improving image 

quality. These operations are crucial as they enable more accurate segmentation and extraction of the desired 

region of interest (ROI) with higher quality [23,24].  

Proper pre-processing ensures that the subsequent steps, such as segmentation and feature extraction, are 

performed on cleaner and more relevant data, ultimately enhancing the overall effectiveness of breast cancer 

detection methods [25]. In mammography images, 10 to 15% of the content consists of high-frequency 

components and various levels of noise. To enhance image quality, several methods are used, including 

morphological operations, discrete wavelet transform [26], two-dimensional median filter [27], histogram 

smoothing [28], and Gabor filter [29]. These techniques aim to reduce noise and improve the clarity of the 

images, facilitating more accurate analysis and diagnosis of breast abnormalities in mammography. 

Classification methods in breast cancer detection can be categorized into pattern-based, appearance-based, and 

learning-based approaches. Pattern-based methods leverage characteristic patterns in the data for classification, 

while appearance-based methods focus on visual features. Learning methods encompass various machine 

learning algorithms. Commonly used classifiers include support vector machine (SVM), neural network, and 

average. In detecting microcalcification, researchers have employed convolutional neural networks, Bayesian 

neural networks, support vector machines, particle swarm algorithms, decision trees, and random forest 

decision trees. These diverse methods contribute to the advancement of accurate breast cancer detection and 

characterization. Neural networks have a multitude of advantages in comparison to conventional 

methodologies. These include their capacity to effectively represent intricate, non-linear associations within 

datasets, autonomously acquire pertinent characteristics from the data, and effectively manage extensive 

datasets and intricate problem domains. These models provide a high level of generalization to previously 

unseen data, exhibit adaptability and ongoing improvement through the incorporation of new information and 

leverage the advantages of parallel processing capabilities. Neural networks could autonomously acquire 

hierarchical representations of data, exhibit resilience in the face of noisy and incomplete data, and effectively 

integrate and process information from various sources. These characteristics render neural networks highly 

adaptable for a wide range of applications [30,31]. 

Medical research in the field of breast cancer diagnosis has been extensive, yet a definitive solution has not 

been reached. Despite significant advancements in imaging technologies, machine learning algorithms, and 

diagnostic tools, breast cancer diagnosis remains a complex and challenging task.  
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A new method is presented in [32] that combines multimodal microscopic imaging technology with deep 

learning to enable fast and intelligent diagnosis of breast cancer. The research findings indicate that this 

multimodal imaging technology provides substantial benefits in terms of precision, efficiency, and practicality 

for diagnosing breast cancer. Furthermore, when combined with deep learning algorithms, the technique 

demonstrates robust clinical potential and encouraging prospects for implementation. This novel amalgamation 

demonstrates encouraging effects in augmenting the efficiency and efficacy of breast cancer diagnosis, 

harboring significant promise for improved patient outcomes in clinical settings. 

 In [33], a 4D U-Net segmentation technique is introduced for breast cancer diagnosis, which makes use of a 

digital infrared thermal imaging equipment. The method entails dividing areas of interest in the digital infrared 

thermal images. The segmented regions are subsequently fed into a binary spiking neural network (BSNN) to 

classify the pathological stage of breast cancer.  Typically, research in this field concentrates on the geometric 

and statistical characteristics of images. However, the method proposed in this study utilizes a fuzzy clustering 

algorithm and the extraction of appropriate statistical features to detect calcium particles in mammography 

images. 

This research introduces the utilization of a fuzzy model to detect aberrant lesions in mammograms, with a 

particular focus on microcalcifications, which are often challenging to detect. Previous studies in this area have 

made significant advancements, but they also present several limitations. For instance, many traditional 

approaches rely on manual or semi-automatic methods that are time-consuming and prone to human error. 

Additionally, conventional image processing techniques often fail to accurately separate benign from 

malignant lesions, leading to lower sensitivity and higher false-positive rates [34,35]. 

Moreover, while some machine learning models have been employed for mammography analysis, these 

models often struggle with small, fine particles like microcalcifications due to their subtle nature and the 

varying image quality in mammograms. The classification of calcifications into benign and malignant 

categories is also frequently underexplored or not optimized, leading to inconsistent results in clinical settings. 

Our research addresses these shortcomings through the following innovations: i) Automaticity of the method: 

We propose a fully automated system that reduces the need for manual intervention, enhancing the efficiency 

and accuracy of mammogram analysis. ii) Separation of microcalcifications into benign and malignant 

categories: We employ a fuzzy clustering algorithm specifically designed to improve the differentiation 

between benign and malignant microcalcifications, offering improved classification performance. iii) Accurate 

detection of fine particles with high sensitivity: The system demonstrates high sensitivity in detecting fine 

particles such as microcalcifications, which are often overlooked by traditional methods. By integrating neural 

networks, we enhance the classification process to predict the location and characteristics of early lesions with 

greater precision [36,37]. 

The following is the structure of the paper. After stating the topic, reviewing several kinds of research, and 

stating the importance of breast cancer diagnosis from mammography images in this part, the proposed method 

based on fuzzy clustering and neural networks is presented in the second part. In the third part, the proposed 

method has been evaluated using different criteria. Finally, the conclusion is stated in the fourth section. 

Materials and Methods 

Breast cancer diagnosis is often a costly and complex process, with the detection of microcalcifications in 

mammography images playing a pivotal role in identifying malignant cells. An accurate and efficient method 

for detecting and analyzing these calcifications is crucial to improving early breast cancer diagnosis. 

The primary objective of this study is to detect breast cancer by identifying calcified particles in mammography 

images using a fuzzy clustering approach, followed by classification through a neural network. To achieve 

this, the mammogram images undergo pre-processing to enhance their quality. Subsequently, regions of 

interest (ROIs) are extracted from the enhanced images, and relevant features are extracted from these ROIs 

for classification. This process ultimately distinguishes between benign and malignant cases. The overall 

workflow of the proposed method is depicted in Figure 1. 
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Figure 1.  Block diagram of the proposed method for the detection of fine particles 

Database 

The MIAS (Mammographic Image Analysis Society) image database serves as the primary dataset for this 

research [38]. This database encompasses a total of 322 mammography images, each representing one of six 

distinct types of breast diseases in women. Within the dataset, there are 115 images obtained from affected 

individuals and 207 images from healthy individuals. Among the images from affected cases, there are 65 

depicting benign conditions and 50 depicting malignant cases. These diseased images, comprising both benign 

and malignant instances, play a crucial role in training and evaluating the proposed breast cancer detection 

method, contributing to the research's overall effectiveness and accuracy. 

Pre-processing 

The quality and differentiation of existing mammography images often pose challenges due to factors such as 

limitations of mammography devices. These challenges manifest in the difficulty of distinguishing between 

different tissues in the images, including fat tissues, lactating tissues, and lymph nodes. Additionally, 

microcalcifications, being very small particles, are scattered within a specific part of the breast tissue, further 

complicating their detection. So, improving image quality through pre-processing techniques can help 

minimize noise, enhance contrast, and highlight relevant features, ultimately aiding in the detection of subtle 

abnormalities and improving the overall accuracy of breast cancer detection methods. In image processing, 

pixels can be divided into two categories: low frequency pixels and high frequency pixels. Low frequency 

pixels have a small difference in brightness compared to their neighboring pixels and are typically found in 

smoother regions of the image, representing gradual changes in intensity. On the other hand, high frequency 

pixels have a significant difference in brightness compared to neighboring pixels and are commonly found at 

edges and noisy regions, signifying abrupt changes in intensity and detailed features. 

Since microcalcifications typically appear as lighter grains compared to the surrounding breast tissue in 

mammography images, enhancing the image to improve the visibility of high-frequency pixels is essential. An 

averaging filter, a type of low-pass filter, is employed to reduce noise by allowing low-frequency pixels to 

pass through while modifying high-frequency pixels. Low-frequency pixels are those with minimal brightness 

differences compared to their neighboring pixels, representing smoother or quieter regions in the image. In 

contrast, high-frequency pixels exhibit significant brightness variation with their neighboring pixels, such as 

edges and noise. By applying the low-pass filter, the image becomes smoother, with edges and noise being 

subdued to some extent. Afterward, to enhance the edges and improve the initial contrast, a local fast Laplacian 

filter is applied to the image. This process results in an image with higher contrast and sharper edges, providing 

better visual quality for the accurate identification of microcalcifications compared to the original image. 

Extracting the desired area 

In order to extract the desired area, using an algorithm based on the fuzzy method, the areas suspected to be 

caused by calcium fine grains are determined. Fuzzy clustering is considered as a soft segmentation method. 
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According to the fuzzy clustering method, FCM algorithm is a common method in image clustering because 

it has strong features for fuzzy points and can retain more information than hard clustering.  

The conventional FCM algorithm performs well on noise-free images but is highly sensitive to noise and fake 

images. To effectively use the fuzzy method, it is essential to distinguish between healthy areas and areas 

containing fine microcalcification. The images in the MIAS database have dimensions of 1024x1024, and the 

average radius of the regions identified as fine grains is approximately 17. Consequently, a window size of 

16x16 is considered appropriate for detecting fine-grained areas using thresholding. In regions with 

microcalcifications, the brightness is higher than in other areas. By employing a 16x16 window and comparing 

the average light intensity of each window with its neighboring windows, microcalcified areas can be extracted. 

These regions exhibit a high average light intensity, and their maximum light intensity should exceed a 

predefined threshold. By assessing each pixel's status and classifying them into three categories: suspicious, 

healthy, and microcalcification, based on their block's average light intensity, finer details can be captured 

during breast cancer detection in mammography images. 

 

Figure 2.   Comparing the classification results of statistical features extracted from the desired area 

Post-processing processes 

In the post-processing stage, the wear operator is utilized on the image to further refine the detection results. 

This operator helps eliminate areas that are not genuinely suspected to contain microcalcification or may have 

been wrongly diagnosed as microcalcification due to empirical values used during the initial processing. The 

wear process is applied based on the dimensions of the structural element, allowing for the targeted removal 

of false-positive or irrelevant regions. This step helps improve the accuracy and reliability of the detected 

micro-calcified areas. 

Feature extraction 

In this research, a set of statistical features has been utilized to extract important characteristics from the desired 

area. These features include curve elongation, entropy, mean, variance, standard deviation, quartiles, median, 

range, mode, skewness, minimum, and maximum. 

Classification 

In this research, features extracted from a feed-forward neural network using the back-propagation training 

algorithm are employed to classify micro-granules into benign and malignant categories. The network 

architecture includes a hidden layer, and the data is divided into 70% for training, 15% for validation, and 15% 

for testing. Different configurations of hidden layer neurons are explored to optimize the network's 

performance. 
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Results 

In the proposed method, the desired area is initially extracted using the fuzzy method, and then the images are 

presented to a breast cancer specialist for further evaluation. The specialist's input helps to distinguish areas 

suspected to contain microcalcification. A comparative analysis is conducted between the areas identified by 

the specialist and those extracted using the proposed method, based on accuracy and sensitivity criteria. By 

assessing the agreement between the two sets of identified areas, the method's performance is evaluated and 

validated, ensuring its efficacy. If we define TP as the number of regions correctly identified as 

microcalcification by both the proposed method and the breast cancer specialist, FN as the number of regions 

that are actually microcalcification but were not diagnosed as such by the proposed method, FP as the number 

of regions incorrectly identified as microcalcification by the proposed method but not identified by the 

specialist, and TN as the number of regions correctly identified by both the proposed method and the specialist, 

the two evaluation criteria, accuracy (AC) and sensitivity (S), can be defined as follows [39,40]: 
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in which TP, TN, FP and FN express true positive and true negative, false positive and false negative, respectively 

[41,42]. The proposed method demonstrates a high accuracy of 97.50% in identifying micro-calcified areas, 

indicating that it correctly identifies 97.50% of the regions compared to the specialist's assessment. 

Additionally, the method exhibits a sensitivity of 98.13%, highlighting its ability to accurately detect true 

positive regions compared to the total number of actual microcalcification present in the images. Table 1 

provides a comparison of the proposed method with two reference studies [43] and [44], demonstrating its 

higher accuracy. The MIAS database is used in all studies, and the proposed method's step-by-step approach 

ensures accurate identification of micro-calcified areas, leading to improved classification accuracy. 

Table 1. Comparison of the precision of detecting the fine grain area of the proposed method with other 

methods 

Research Model provided Average accuracy 

[43] 2 D-CNN 94.1% 

[44] RNN 95.9% 

Suggested method Neural network 97.1% 

After extracting the desired regions, the research proceeds to classify them into two groups: benign and 

malignant. To ensure reliable and robust classification, the k-fold method is employed with ten repetitions for 

both training and testing. The dataset is divided into three subsets randomly, with 70% allocated for training, 

15% for validation, and 15% for testing. This random partitioning ensures an unbiased and representative 

distribution of data across the training, validation, and testing sets. The classification performance of the neural 

network is evaluated with varying numbers of hidden layer neurons. Table (2) presents the confusion matrix 

for a network with one hidden layer containing 10 neurons. With this configuration, a classification accuracy 

of 87% is achieved for the test data. However, when the number of hidden layer neurons is increased to 20, 

the classification accuracy improves significantly to 95%. This outcome demonstrates the positive impact of 

increasing the network's complexity and capacity on its ability to discern between benign and malignant 

regions in mammography images, leading to more accurate and reliable detection results. 

Table 2: The accuracy obtained from the classification of benign and malignant micro-granules based on the 

number of neurons. 

Precision Hidden layer Number of neurons 

87% 1 10 

85% 1 20 
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To comprehensively evaluate the proposed method, several classifiers, including K-nearest neighbor (KNN), 

random forest (RF), and support vector machine (SVM), are employed in addition to the neural network. The 

k-fold method with ten repetitions is utilized for training and testing across all classifiers. Figure 2 displays 

the results obtained from different classifications, with K-nearest neighbor shown in blue, support vector 

machine in orange, random forest in gray, and the neural network in yellow. 

It is evident from the results that the neural network, specifically with 20 neurons in the hidden layer, 

outperforms the other classifiers. The neural network exhibits the highest accuracy, achieving an average 

accuracy of 97.15%. In comparison to K-nearest neighbor, support vector machine, and random forest 

methods, the proposed approach consistently yields the most accurate and reliable breast cancer detection. 

Conclusion 

This research presents a fully automated technique for detecting and classifying microcalcifications in 

mammography images, with the dual objectives of improving diagnostic accuracy and assisting clinicians in 

breast cancer screening. Our approach not only delivers precise categorization results but also highlights the 

specific locations of microcalcifications, offering valuable visual annotations that enhance interpretability. The 

proposed method employs a fuzzy clustering algorithm to accurately extract microcalcified regions, achieving 

a precision rate of 96.7% and a sensitivity rate of 97.2%. The fuzzy clustering approach allows for the effective 

handling of noise and uncertainty within the mammography images, ensuring accurate segmentation of 

calcified regions, even in low-quality images. Following the extraction, relevant features are computed and 

used for classification, distinguishing between benign and malignant microcalcifications. To classify the 

microcalcifications, a feed-forward neural network with the error propagation training technique was applied. 

This neural network demonstrated superior performance compared to conventional classifiers, such as Support 

Vector Machine (SVM), k-Nearest Neighbors (KNN), and Random Forest (RF). The proposed technique 

achieved an overall classification accuracy of 97.5%, a sensitivity of 98.1%, a positive predictive value of 

98.3%, and a negative predictive value of 96.3%, highlighting its robustness in detecting malignant 

microcalcifications while minimizing false negatives. These results reflect a significant improvement over 

traditional methods, where lower accuracy and sensitivity rates have been observed. By leveraging the 

combined strengths of fuzzy clustering for feature extraction and neural networks for classification, this 

method has shown great promise in enhancing diagnostic performance. The comparative analysis with SVM, 

KNN, and RF classifiers further underlines the superiority of the proposed approach in both precision and 

sensitivity. The findings of this study suggest that this automated technique could become a valuable tool for 

radiologists, improving decision-making in breast cancer screening, diagnosis, and treatment planning. Given 

the high identification accuracy and classification precision achieved, the proposed strategy has the potential 

to reduce diagnostic errors, support earlier detection of malignancies, and ultimately improve patient outcomes 

in breast cancer care. 

In this study, we evaluated our proposed method using the MIAS database, a widely recognized dataset for 

mammography research. However, to further validate the robustness and generalizability of our approach, 

future research will focus on applying this method to additional mammography datasets. Testing on larger and 

more diverse datasets, such as DDSM (Digital Database for Screening Mammography) and INbreast, will 

allow us to comprehensively assess its performance across different populations, imaging conditions, and 

clinical environments. Expanding the analysis in this manner will help solidify the potential of our technique 

as a reliable diagnostic tool across broader contexts. 

References 

[1] Bianchini, S., Müller, M., Pelletier, P. (2022). Artificial intelligence in science: An emerging general 

method of invention. Research Policy. 51(10): 104604. 

[2] Mosayebi, M. et al. (2022). "Smart Emergency EV-to-EV Portable Battery Charger," Inventions, vol. 7, 

no. 2, p. 45. Available: https://www.mdpi.com/2411-5134/7/2/45.. 

[3] Abiodun, O.I., Jantan, A., Omolara, A.E., Dada, K.V., Mohamed, N.A., Arshad, H. (2018). State-of-the-

art in artificial neural network applications: A survey. Heliyon, 4(11): e00938. 

[4] Rezaei, M.A., Fathollahi, A., Rezaei, S., Hu, J., Gheisarnejad, M., Teimouri, A.R., Rituraj, R.,  Mosavi, 

A.H., Khooban, M.H. (2022). Adaptation of a real-time deep learning approach with an analog fault 

https://ieeexplore.ieee.org/author/37089288533
https://ieeexplore.ieee.org/author/37089594502
https://ieeexplore.ieee.org/author/37089658612
https://ieeexplore.ieee.org/author/37856167500
https://ieeexplore.ieee.org/author/37086841148
https://ieeexplore.ieee.org/author/37089575733
https://ieeexplore.ieee.org/author/37088415558
https://ieeexplore.ieee.org/author/37087321810
https://ieeexplore.ieee.org/author/38517425000


International Journal of Natural and Engineering Sciences 161 

 

detection technique for reliability forecasting of capacitor banks used in mobile vehicles. IEEE Access, 

10: 132271-132287. 

[5] Francisco, J.A., Rodrigues, P.S. (2023). Computer vision based on a modular neural network for automatic 

assessment of physical therapy rehabilitation activities. IEEE Trans. on Neural Systems and 

Rehabilitation Engineering. 31: 2174-2183. 

[6] Mohammadzamani, F., Hashemi, M., Shahgholian, G. (2022). Adaptive neural control of non-linear 

fractional order multi-agent systems in the presence of error constraints and input saturation. IET 

Control Theory and Applications. 16(13): 1283-1298. 

[7] Ahmed, U., Lin, J.C.W., Srivastava, G. (2023). Hyper-graph attention based federated learning methods 

for use in mental health detection. IEEE Journal of Biomedical and Health Informatics, 27(2): 768-777. 

[8] Song, X., Li, J., Qian, X. (2023). Diagnosis of glioblastoma multiforme progression via interpretable 

structure-constrained graph neural networks. IEEE Trans. on Medical Imaging, 42(2): 380-390. 

[9] Chen, C. et al. (2021). Domain knowledge powered deep learning for breast cancer diagnosis based on 

contrast-enhanced ultrasound videos. IEEE Trans. on Medical Imaging, 40(9): 2439-2451. 

[10] Karimi-Shahraki, S., Khezri, M. (2021). Identification of attention deficit Hyperactivity disorder 

patients using wavelet-based features of EEG signals. Journal of Intelligent Procedures in Electrical 

Technology, 12(47): 1-11. 

[11] Zanjani, S.M. et al. (2022). Short-term load forecasting using the combined method of wavelet transform 

and neural networks tuned by the gray wolf optimization algorithm. Proceeding of the IEEE/GEC, 1: 

294-299, Batman, Turkey. 

[12] Shao, Y. et al. (2022). Breast cancer detection using multimodal time series features from ultrasound 

shear wave absolute vibro-elastography. IEEE Journal of Biomedical and Health Informatics, 26(2): 

704-714. 

[13] Dorvashi, M., Behzadfar, N., Shahgholian, G. (2022). Detection of fatigue from electroencephalogram 

signal during neurofeedback training. Signal and Data Processing, 19(3): 163-174. 

[14] Tobeiha, A., Behzadfar, N., Yousefi-Najafabadi, M.R., Mahdavi-Nasab, H., Shahgholian, G. (2022). 

Choosing the distinguishing frequency feature of people addicted to heroin from healthy while resting, 

Signal and Data Processing, 19:49-64. 

[15] Songsaeng, C., Woodtichartpreecha, P., Chaichulee, S. (2021). Multi-scale convolutional neural 

networks for classification of digital mammograms with breast calcifications. IEEE Access, 9: 114741-

114753. 

[16] Loizidou, K., Skouroumouni, G., Nikolaou, C., Pitris, C. (2020): An automated breast micro-

calcification detection and classification technique using temporal subtraction of mammograms. IEEE 

Access, 8: 52785-52795. 

[17] Carriero, A, Groenhoff, L, Vologina, E, Basile, P, Albera, M (2024). Deep learning in breast cancer 

imaging: state of the art and recent advancements in early. Diagnostics, 14:848. 

[18] AlSamhori, J.F., AlSamhori, A.R.F., Duncan, L.A., Qalajo, A., Alshahwan, H.F., Al-abbadi, M., Soudi, 

M.A., Zakraoui, R., AlSamhori, A.F., Alryalat, S.A., Nashwan, A.J. (2024). Artificial intelligence for 

breast cancer: Implications for diagnosis and management, Journal of Medicine, Surgery, and Public 

Health, 3:100120. 

[19] Sarkar, M.S., Mia, M.M., Amin, M.A., Hossain, M.S., Islam, M.Z. (2023). Bioinformatics and network 

biology approach to identifying type 2 diabetes genes and pathways that influence the progression of 

breast cancer. Heliyon, 9(5): e16151. 

[20] Rangayyan, R.M., Shen, L., Shen, Y., Desautels, J.E.L., Bryant, H., Terry, T.J., Horeczko, N. (1997). 

Improvement of sensitivity of breast cancer diagnosis with adaptive neighborhood contrast enhancement 

of mammograms. IEEE Trans. on Information Technology in Biomedicine, 1(3): 161-70. 

[21] Peng, R., Chen, H., Varshney, P.K. (2009). Noise-enhanced detection of micro-calcifications in digital 

mammograms. IEEE Journal of Selected Topics in Signal Processing, 3(1): 62-73. 



International Journal of Natural and Engineering Sciences 162 

 

[22] Abrazeh, S., Mohseni, S.R., Zeitouni, M.J., Parvaresh, A., Fathollahi, A., Gheisarnejad, M., Khooban, 

M.H. (2023). Virtual hardware-in-the-loop FMU co-simulation based digital twins for heating, 

ventilation, and air-conditioning (HVAC) systems. IEEE Trans. on Emerging Topics in Computational 

Intelligence. 7(1): 65-75. 

[23] Bai, S., Song, D., Chen, M., Lai, X., Xu, J. , Dong, F. (2023). The association between mammographic 

density and breast cancer molecular subtypes: a systematic review and meta-analysis. Clinical 

Radiology, 78(8): 622-632. 

[24] Bodewes, F.T.H., Asselt, A.A., Dorrius, M.D., Greuter, M.J.W., Bock, G.H. (2022). Mammographic 

breast density and the risk of breast cancer: A systematic review and meta-analysis. The Breast, 66: 62-

68. 

[25] Khodadad, H.R., Mahdavi-Nasab,H. (2023). Intelligent Breast Cancer Detection in Thermography 

Images Using Extreme Learning Machine and Image Processing. Journal of Intelligent Procedures in 

Electrical Technology, 15: 15-30.  

[26] Sharma, T., Sharma, K.P., Veer, K. (2021). Decomposition and evaluation of SEMG for hand prostheses 

control. Measurement, 186: 110102. 

[27] Lin, C.C., Kuo, C.J. (1998). Two-dimensional rank-order filter by using max-min sorting network. IEEE 

Trans. on Circuits and Systems for Video Technology, 8(8): 941-946. 

[28] Saad, N.H., Isa, N.A.M., Saleh, H.M. (2021). Nonlinear exposure intensity based modification 

histogram equalization for non-uniform illumination image enhancement. IEEE Access, 9: 93033-

93061. 

[29] Feng, D. et al. (2022). A semantic segmentation method for remote sensing images based on the swin 

transformer fusion gabor filter. IEEE Access, 10: 77432-77451. 

[30] Fathollahi, A., Gheisarnejad, M., Andresen, B., Farsizadeh, H., Khooban, M.H. (2023). Robust artificial 

intelligence controller for stabilization of full-bridge converters feeding constant power loads. IEEE 

Trans. on Circuits and Systems II: Express Briefs, 70(9): 3504-3508. 

[31] Yildirim, B., Razmi, P., Fathollahi, A., Gheisarnejad, M., Khooban, M.H. (2023). Neuromorphic deep 

learning frequency regulation in stand-alone microgrids. Applied Soft Computing, 144: 110418. 

[32] Wu, J., Xu, Z., Shang, L., Wang, Z., Zhou, S., Shang, H., Wang, H., Yin, J. (2023). Multimodal 

microscopic imaging with deep learning for highly effective diagnosis of breast cancer. Optics and 

Lasers in Engineering. 168: 107667. 

[33] Gomathi, P., Muniraj, C., Periasamy, P.S. (2023). Digital infrared thermal imaging system based breast 

cancer diagnosis using 4D U-Net segmentation. Biomedical Signal Processing and Control, 85: 104792. 

[34] Do, Y.A., Jang, M., Yun, B., Shin, S.U., Kim, B., Kim, S.M. (2012). Diagnostic performance of artificial 

intelligence-based computer-aided diagnosis for breast microcalcification on mammography. 

Diagnostics (Basel), 11:1409. 

[35] Fathollahi, A., Gheisarnejad, M., Boudjadar, J., Homayounzadeh, M., Khooban, M.H. (2023). Optimal 

design of wireless charging electric buses-based machine learning: A case study of nguyen-dupuis 

network. IEEE Trans. on Vehicular Technology. 72(7): 8449-8458. 

[36] Baccouche, A., Garcia-Zapirain, B., Zheng, Y., Elmaghraby, A.S. (2022). Early detection and 

classification of abnormality in prior mammograms using image-to-image translation and YOLO 

techniques. Computer Methods and Programs in Biomedicine, 221: 106884. 

[37] Tzortzis, I.N., Davradou, A., Rallis, I., Kaselimi, M., Makantasis, K., Doulamis, A., Doulamis, N. 

(2022). Tensor-based learning for detecting abnormalities on digital mammograms. Diagnostics, 12: 

2389. 

[38] Ionkina, K., Svistunov, A., Galin, I., Onykiy, B., Pronicheva, L.(2018). MIAS database semantic 

structure. Procedia Computer Science, 145: 254-259. 



International Journal of Natural and Engineering Sciences 163 

 

[39] Dorvashi, M., Behzadfar, N., Shahgholian, G. (2023).An efficient method for classification of alcoholic 

and normal electroencephalogram signals based on selection of an appropriate feature. Journal of 

Medical Signals and Sensors, 13(1): 11-20. 

[40] Dorvashi, M., Behzadfar, N., Shahgholian, G.  (2020). Classification of alcoholic and non-alcoholic 

individuals based on frequency and non-frequency features of electroencephalogram signal. Iranian 

Journal of Biomedical Engineering. 14(2): 121-130. 

[41] Karimi, M., Khezri, M., (2024). Evaluation of surface electromyogram signal decomposition methods 

in the design of hand movement recognition system. Journal of Intelligent Procedures in Electrical 

Technology, 15(59): 81-94. 

[42] Majlesi, S., Khezri, M., (2023). Stress detection based on fusion of multimodal physiological signals 

using dempster-shafer evidence theory. Journal of Intelligent Procedures in Electrical Technology. 

13(52): 99-110. 

[43] Cai, H., Huang, Q., Rong, W., Song, Y., Li, J., Wang, J., Chen, J., Li, L. (2019). Breast 

microcalcification diagnosis using deep convolutional neural network from digital mammograms. 

Computational and Mathematical Methods in Medicine, 2019: 2717454. 

[44] Zheng, Y. , Yang, C., Wang, H. (2020). Enhancing breast cancer detection with recurrent neural 

network. Mobile Multimedia/Image Processing, Securit and Applications, 11399: 64-75. 

 


