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Abstract 
This study discusses the problem of three-dimensional face expression recognition and presents a novel approach for recognizing facial 
expressions in the presence of three-dimensional geometry of face models. As a fundamental step in mesh processing pipeline using 3D 
scanned data, we first perform data alignment between different meshes. After registration step, we apply mesh smoothing algorithms which 
filter out high frequency noise and Taubin smoothing is used for regularization. Proposed approach is based on modeling surface geometry with 
completely regular triangle meshes called geometry images. Results demonstrating face expression recognition rates using end-to-end learning 
are presented and a three-dimensional facial expression database is used to provide a series of experiments.
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In 2006, the BU-3DFE database [3] was released and 
since then 3D FER has attracted significant attention.

In pursuit of giving an answer to the following question, 
we study on 3D face expression recognition task: “Can we 
employ geometry images to have a geometry based solution 
to the task of 3D face expression recognition using the 
power of neural networks as well?” The article has been put 
in writing to share obtained results.

The article studies the recognition of 3D facial 
expressions when a subject is attempting to show her/
his emotions. These expressions make the detection and 
recognition problem difficult for inexperienced people. A 
motivation of 3D face expression recognition in computer 
vision is an automatic recognition of human behavior. A 
large variety of disciplines may benefit from revealing the 
phenomenon, e.g. human robot interaction, security services, 
psychologists, teachers, etc. 

We propose a pipeline to recognize 3D facial expressions 
based on geometry images of 3D face models. Geometry 
images are obtained opening up a 3D mesh onto a square 
domain. The expression phenomenon results in a change in 
geometry based approach. The proposed method uses VGG 
deep neural network model pre-trained on ImageNet to 
make accurate expression classification.

The article is structured as follows. We first introduce 
the task of 3D facial expression. Then we give detailed 
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INTRODUCTION
Face expression analysis has attracted numerous 

scientists because of its several applications and purposes. It 
takes part in a significant role in expression analysis therefore 
plays a part in human-computer interaction systems’ 
development. In addition, it can strengthen facial recognition 
systems through supplying preliminary understanding 
on face movements and facial feature distortions. This is 
especially fascinating regarding as the cheek area involves 
remarkable number of discriminatory details, further it is 
where the majority of the facial distortions occur. Various 
utilizations contain however are not restricted to psychology 
related analysis, facial animation, fatigue detection, virtual 
reality as well as robotics. Face expressions are produced 
when face muscles contract as a result of that short-term 
facial distortion in both facial texture and geometry occur. 

Previously, the center of attention of expression 
recognition has been the two-dimensional domain because of 
the widespread presence of data such as videos and images. 
Although 2D facial expression recognition (FER) systems 
have carried out exceptional achievement, even now we 
confront challenges such as illumination and pose variations 
in 2D expression recognition. However, three-dimensional 
data, are not varying according to these changes and are 
providing a great deal of information through its nature. 

Figure 1. Depiction of 3D registration. (a) The original face scans with different poses, side view. (b) The original face scans 
with different poses, frontal view. (c) The resulting transformation after alignment, side view. (d) The resulting transformation 
after alignment, frontal view.
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information about mesh processing pipeline. Moreover, we 
describe the proposed method using deep neural networks. 
We furthermore present the proposed pipeline for 3D facial 
expression recognition with implementation details. Finally, 
we conclude the study.

A 3D Face Expression Recognition Framework

 In the past, a list of typical properties of a face expres-
sion recognition framework [4] has been made. The frame-
work of interest will profit from solution methods to several 
computer vision research problems such as landmark local-
ization, illumination normalization and face detection. Fur-
thermore, based on the modality of the data, in addition to 
corresponding challenges, the methods to accomplish these 
objectives can be diverse. For example, using 3D data it is 
achievable to handle a large scale of rigid head movements, 
additionally to extract uniform geometric features which by-
passes the pose estimation problem. By its nature, three-di-
mensional data are invariant to lighting changes. Thus, a unit 
appointed to handle changes in illumination is not desired 
anymore. Nonetheless, when a completely automated FER 
framework is required, we shall select the proper unit or sup-
ply arrangement to handle these tasks based on the modality 
of the data for instance 3D data with associated texture. Var-
ious existing studies utterly address the key problems of 3D 
FER for instance expression classification and feature com-
putation instead of constructing a general automatic frame-
work. For evaluation, we use the BU-3DFE database which 
provides cropped 3D models therefore face detection is not 
a necessary step anymore. Furthermore, we skip one extra 
step due to manually annotated landmark set from which the 
feature extraction will be done. 

The initial research on this area has existed since the 
seventies accompanied by the front runner study established 
previously. Within this work, this is showed that several 
principal facial emotions occur that might be classified into 
six categories, that is to say, sadness, happiness, disgust, an-
ger, surprise, fear and as well as the neutral appearance. This 
classification of face expressions has been also demonstrat-
ed to be compatible over several nationalities and societies; 
therefore, these emotions are in certain perception in all cas-
es recognizable.

At a recent time, there has been an increasing shifting 
from 2-Dimensional to 3-Dimensional in face recognition 
viewpoints, mostly inspired by the strength of the 
3-Dimensional face shape model to lighting variations, 

posture, and size changes. In spite of the fact that numerous 
research has performed to accomplish 3-D facial analysis, 
a small number of have used benefit of the 3D surface 
geometry data to conduct facial emotion analysis. Previously, 
the initial results to accomplish facial expression analysis 
in an automatic way using 3D facial scans were suggested 
employing extremely small-scale datasets and classifying 
just a certain number of facial emotions.

 

Figure 2. Mesh smoothing. (a) The original mesh. 
(b) Taubin smoothing is performed for 10 iterations. (c) 

50 iterations. (d) 100 iterations.

The accessibility of novel facial expression datasets, 
such as those established at the Bosphorus dataset (Boğaziçi 
University) moreover at the BU-3DFE dataset have currently 
moved the study on the concept forwards. Specifically, the 
BU-3DFE dataset has begun to be the existing level of 
quality for measuring the similarity of facial expression 
analysis methods. For the reason that different from variants 
of 3D face databases, the BU-3DFE database supplies an 
exact classification of 3D facial models as specified via 
six simple face emotions and neutral expression, as well as 
making available distinct amount of emotion strengths.

3D Registration 
Our approach on face expression recognition shows that 

3D registration (alignment) is a fundamental step especial-
ly in geometric approaches. Actually, an error in alignment 
might not be fixed in the next steps of our method or other 
different approaches. Eventually, we represent a registrati-
on technique which provides accurate and robust alignment 
even with the facial expressions being present. The traditio-
nal idea is that we apply pose correction to each mesh using 
the same face model as a reference and as primary step in 
mesh processing pipeline. 

The alignment evaluates a rigid transformation 

Figure 3. Fixed Boundary Conformal Mapping on a circle. (L) Original mesh displayed with G3dOGL.exe. (M) The 
mesh is unfolded in UV space, also known as parameter space. (R) Parameterized mesh, textured mesh with checkers.
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which involves rotation and translation. Our alignment 
method employs the Iterative Closest Point algorithm. The 
algorithm deals with the alignment task through reducing the 
distance between two different oriented triangle meshes. The 
resulting transformation is shown in Figure 1 and next step 
uses the output of this step as an input.

Figure 4. Alignment to the ground in parameter space. (L) 
Conformal map wire framed and displayed in Meshlab. The 
boundary edges are shown in green. (R) Aligned planar 
mesh.

Taubin Smoothing
The smoothing algorithm employed in this study per-

forms a back and forward Gaussian smoothing without 
shrinking of a triangulated mesh as described by Gabriel 
Taubin [5]. Firstly, using a positive scale factor λ, Gaussian 
smoothing is applied through all the vertices of the mesh. 
Afterwards, a consecutive smoothing step is also applied 
using a negative scale factor µ, regarding λ is less than µ in 
magnitude (0 < λ< -µ). These two steps must be applied a 
number of times to produce a significant smoothing effect. 
Figure 2 shows some examples of applying Taubin smooth-
ing algorithm to facial expression models from BU-3DFE 
data.

Conformal Mapping
Mesh parameterization describes the procedure for map-

ping a three-dimensional triangular mesh over a two-dimen-
sional (flattened) domain, the majority of mesh parameter-
ization algorithms use the concept differential geometry as 
a basis. A conformal parameterization represents a three-di-
mensional surface on to a planar two-dimensional domain, 
in such a way that the parameterization is angle-preserving, 
or identically, conformal mapping directly maps extremely 
small circles on the 3D surface to the extremely small circles 
on the 2D plane. It is shown in the subsequent Figure 3, the 
three-dimensional human face surface is mapped on to the 
unit planar disk using a conformal mapping algorithm. In 
Figure 3, we place the checker board texture on the flattened 
disk, and draw it back on to the 3D face surface, so that we 
preserve all the right corner angles of the checkers. In a sim-
ilar fashion, we place a circle packing texture on the pla-

nar disk, afterwards draw it back on to the 3D face surface, 
eventually we preserve all the small circles. As specified 
by uniformization theory, every surface in actual life could 
be parameterized conformally to one of three recognized 
shapes, the hyperbolic space, the plane, the sphere.

Alignment in Parameter Space
In UV space, we first compute the boundary positions 

of the conformal maps. In Figure 4, the boundary is shown 
in green. Then we rotate the coordinates of all the vertices 
along with the boundary positions. The rotation is not rela-
tive to each other but relative to the ground and the trans-
formation performs alignment to the ground in parameter 
space.

Color Interpolation using Barycentric Coordinates
In 3D Modelling, mostly triangles are used. Triangles 

are stored as a sequence of three vertices. We generally 
know information about the vertices, for instance color. We 
should note that Barycentric coordinates can be thought as 
an internal coordinate system for a triangle. Hence, we use 
Barycentric coordinates to define the color of an arbitrary 
point inside the triangle. Barycentric coordinates allow us 
to interpolate over the whole triangle. For each triangle, we 
first compute the mean value coordinates, and we use them 
to interpolate the data from the boundary of the unit disk to 
its interior.

Figure 5. Interpolating inside a planar mesh. (L) 
Flattened mesh, output of the previous steps. (R) The 

interpolated data: Geometry pixels.

Geometry Image Representation
The standard geometric representation used in today’s 

graphics hardware is the irregular mesh. A mesh consists of 
an array of triangles, and an array of vertices, where each 
triangle

Figure 6. Rendering of a geometry image. (a) The initial face scan. (b) Geometry image is visualized as [r, g, b], 12 bits/
channel. (c) Reconstruction of geometry, obtained completely from (b).
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refers to three vertex indices. To represent more detail over 
meshes, it is common to use texture mapping. The mesh ver-
tices are assigned texture coordinates, defining a parametri-
zation of the mesh onto an UV domain. An image is placed 
on this domain, which is then mapped back to the surface. 
In this case, the texture image represents surface normals, 
which can be used in per-pixel shading. Previous work in 
remeshing has gone part of the way in creating more regu-
lar geometric representations. But, such methods still use an 
irregular base mesh, which leads to a sampling that is only 
semi-regular. Our approach is to employ an arbitrary sur-
face using a completely regular grid of samples on a square 
domain which is called a geometry image. In Figure 3, as 
you can see, it looks just like an ordinary image. It has 257 
by 257 pixels. The only difference is that it has 12 bits per 
channel instead of the usual 8. It is called a geometry im-
age because its RGB colors encode XYZ positions, and in 
fact entirely describe the 3D face model shown in part (c) 
in Figure 6.

The outline of the fundamental steps involved in creating 
a geometry image is as follows: First, we open up the mesh 
through a proper cut path sets, thus we create a surface 
having the topology of a disk. Second, parametrization 
is performed to this disk surface to map it into the square 
domain of the geometry image. Next, we overspread a 
regular 2D sampling grid over the domain and map these 
samples through the parametrization back onto the surface. 
Noting that it is important to create a good cut and a good 
parametrization, so that the samples are evenly distributed 
over the surface. Then, we compute the XYZ positions of 
the surface samples, as well as other surface attributes and 
store these in the geometry image. Therefore, we visualize 
the XYZ data as RGB colors. Given a geometry image, 
it is straightforward to render it as shaded 3D geometry.

Figure 7. Seven Expressions with a variety of ethnic 
ancestries: The BU-3DFE Database.

Consequently, geometry images are a powerful, 
completely regular representation of triangular meshes, 
describing each vertex and its attributes as a pixel in one 
or more rectangular images and thus defining an implicit 
connectivity through neighbouring pixels. It can be 
understood as a next step after color and normal mapping, 
representing the whole model as a set of images

.
Performance Evaluation

In this part, we concisely discuss the database we em-
ployed to assess our approach for expression recognition. 
Then we present the outcomes of our experiments utilizing 
this database and make comparisons with other experimental 
set-ups.

Until now, for expression analysis, there exists three un-
restricted 3D databases: the Bosphorus, the BU3DFE and 
the BU-4DFE databases. We should indicate that we think 
of a database addressed to expression recognition as if it in-
cludes datasets showing six typical expressions or various 
action units of the facial model. Various facial databases in-
cluding GavabDB [6] and FRGC v2 [7] and are hardly uti-
lized for the purpose of emotion recognition even though 
they consist of expression variations, because of an insuf-

ficient set of expressions or a non-uniform distribution of 
different expressions.

Figure 8. BU-3DFE dataset: textured 3D facial scan 
of a participant performing happy face expression at each 
stage of different intensities (low to highest) also neutral 

expression.

The BU-3DFE Database
Due to being freely accessible by the research 

communities, the BU-3DFE database [3] is used to 
assess the majority of the current 3D FER frameworks. 
Additionally, the manually annotated facial landmarks are 
supplied along with the database release. There exist 100 
subjects in the database, 56% of them is female and 44% 
of them is female. Each subject performed six expressions 
and a neutral expression. The six typical expressions are 
captured at different intensities from ground to peak at four 
levels. The database includes the original face scans along 
with corresponding texture images and it also involves 
the cropped face models from these raw scans. Therefore, 
for each subject, there exists 25 three-dimensional face 
expression models. As a result, the BU-3DFE database 
contains 2,500 three-dimensional face expression models.

Experiments
At a recent time, deep learning has become one of the 

most popular research topics and has established cutting-
edge results for various applications.

Figure 9. Different geometry images of the same face 
model. (L) No alignment [v1]. (M) Alignment in Cartesian 
coordinate system [v2]. (R) Alignment in parameter space 

[v3].

Deep learning aims to represent high-level abstractions 
by hierarchal architectures of numerous non-linear 
representations and transformations. We concisely describe 
the deep neural network model which have been used for 3D 
FER in our experiments. Deep networks can perform FER 
in an end-to-end way. They perform not only the feature 
extraction step, but also the feature classification step 
consecutively unlike the traditional methods. Thus, the deep 
features are extracted and learned features are classified into 
one of the seven expression categories. In addition to the 
end-to-end learning way, a different possibility is to extract 
features using the deep neural network and afterwards 
employ other independent classifiers, for instance support 
vector machine or random forest, to the extracted features. 
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Table 1. Training and test time losses and accuracies for 
performance evaluation of using different GIM databases.

During the experiments, we employ a pre-trained 
VGG16 model, which is previously trained on ImageNet, 
and add three fully-connected layers along with a loss layer 
at the end of the model architecture to adjust the backpropa-
gation error. Hence, the prediction results of each model can 
be immediately output by the network. We employ softmax 
loss which is a commonly used function to minimize the 
cross-entropy between the predicted class probabilities and 
the groundtruth labels. 

CONCLUSION
  In the article, we studied 3D facial expressions. The 

importance of experimenting in 3D domain is that 3D 
modeling improves the 2D drawbacks such as illumination, 
pose variations, etc. Therefore, having a good recognition 
method might be useful for human computer interaction, 
criminal investigation, airport security or psychological 
examination. A geometry based recognition method is 
proposed. The method was designed to spot 3D expressions 
from geometry images obtained using 3D face models. The 
method is based on opening up a 3D mesh onto a square 
domain using specific cut-paths. The BU-3DFE database is 
one of the most widely used databases in 3D domain. We use 
our own geometry image database which is created using 
3D expression models from BU-3DFE. There exist 2500 
facial models in the original database and associated 2500 
geometry images in the GIM database. 

The proposed method was evaluated on our GIM data-
bases. VGG deep neural network model was used to obtain 
classification results. We observed that the expressions tend 
to give similar scores to other recognition frameworks. We 
keep experimenting on geometry images and it could be pos-
sible to design a more sophisticated classifier with higher 
recognition accuracy to improve state-of-the art results.

In this paper, we conducted experiments on three-dimen-
sional geometry of facial expression models using end-to-
end learning. One kind of image inputs namely geometry 
images were employed. Effects of important hyper-parame-
ters including optimizer, learning rate, batch size and num-
ber of epochs on the classification accuracy were studied. 
Optimizers including Adam, SGD, RMSProp, and Nadam, 
learning rate ranging from 0.01 to 0.0001, four batch sizes 
(64, 128, 256, 512) and number of epochs ranging from 50 
to 1000 were tested on the model. Our experimental results 
show that VGG16 model has a best classification accuracy 
of 28.1% on geometry image database. In conclusion, the re-
sults reveal that a pre-trained VGG16 network is capable of 
handling complicated information from 3D geometry pixels 
of expression models. Our results also produce precious in-
tuition into the application of neural networks on 3D domain 
along with the facial expression recognition task.
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