
*Corresponding Author
e-mail: 

Abstract

Internatıonal Journal of Natural and Engineering Sciences 5 (3): 61-64, 2011
ISSN: 1307-1149, E-ISSN: 2146-0086, www.nobel.gen.tr

Multicast Tree Construction for Peer to Peer Video Streaming Systems
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In this work, a novel multicast tree construction algorithm for video streaming systems running on peer-to-peer networks is proposed. Both 
delay values between nodes and capacity of nodes are considered during multicast tree construction. The proposed algorithm aims at (i) constructing 
shorter trees in terms of hop number, (ii) optimal placement of nodes in the multicast tree so that received video bitrate is maximized. It has been 
observed through extensive simulations that the proposed approach achieves high performance in terms of received bitrate and tree height. The 
proposed approach is compared with another multicast tree construction algorithm from the literature and results are summarized in comparative 
graphs.   
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INTRODUCTION

In order to meet the growing demand for streaming video 
services over the Internet,  many video streaming systems have 
been proposed by both academia and commercial industry. 
Recently peer-to-peer video streaming became one of the major 
alternatives in video streaming. Since a large number of nodes 
exist in a peer to peer system, optimal multicast streaming 
paths need to be constructed for delivering video packets to the 
requester nodes. IP multicast services are not quite adequate 
because of scalability problems and the absence of error and flow 
control algorithms. Thus, video multicast applications running 
on application layer are proposed in the literature. Multicast tree 
construction algorithms provide efficient video delivering paths 
and have a low message and algorithm complexity. Due to these 
reasons, various multicast tree construction algorithms were 
introduced for video streaming systems in the literature [1]. In 
this study, a novel multicast tree construction algorithm for peer 
to peer video streaming systems is proposed.

Considering the studies in the literature, the most important 
criteria in constructing parent - child relationships of multicast 
trees is the delay between the nodes, i.e. the packet delivery 
time from one node to another. It should be ensured that the 
distance between parent and child is limited to a determined 
value. Moreover, the number of hops between the tree root and 
the nodes should be minimized. This is due to the fact that more 
hops cause increase in latency and packet loss probability.

The tree algorithms proposed in [2, 3] are centralized in 
which the length of the constructed tree in terms of latency 
is guaranteed to be limited. [4, 5] are distributed algorithms 
that can be considered to be achieving the same goal. The 
multicast trees used for distributed systems are adapted to video 

streaming applications by considering the scalability, sense of 
the underlying network topology, node capacity and bandwidth.

In order to sense the underlying network topology, one 
approach used in the literature is placing the nodes that are 
topologically close to each other in the same cluster [6-9]. 
Therefore, the message delay between parent and child is 
limited in multicast trees constructed in each cluster. Another 
important criterion to be considered in tree construction is the 
capacity of the nodes in a peer to peer system. The capacity of 
a node is defined as the maximum number of nodes that can be 
connected to that node. However, the capacity limitation was 
not considered in the proposed systems of [6-9]. A disadvantage 
of multicast trees is that subtree of any node having a limited 
upload bandwidth will be negatively affected [10]. In order to 
prevent this disadvantage, we proposed placing the nodes with 
higher capacity near the root in our previous work [11]. [11] 
gives a hierarchical cluster approach to allocate the bandwidth 
budget. However, bandwidth-delay optimization is not 
elaborated. In [12], degree constraint multicast tree construction 
is proposed. Similarly, a peer to peer video streaming system 
based on degree constraint multicast tree construction is 
proposed in [13]. Although degree constraint multicast tree 
construction proposed in [12] and [13] consider capacity of 
nodes in the system, these works suffer from the number of tree 
levels constructed. 

Our previous work [15] utilizes a greedy approach that 
first places the highest bandwidth node to upper layer and then 
chooses the next highest bandwidth node with lowest delay as 
a child. The policy of [15] may cause a high capacity node to 
be placed towards the root even if it has very high delay. This 
may cause extensively increased total delay on the broadcast 
tree. In this work, we propose a new algorithm to overcome 
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MATERIALS AND METHODS

The bandwidth value between two nodes is more important 
than the delay between these nodes in video streaming 
applications. For video streaming on multicast trees, choosing 
higher bandwidth nodes closer to the root improves streaming 
performance. This is due to several reasons: First, we can 
connect more children to higher bandwidth nodes, thereby 
reducing the height of the tree, leading to improvement in delay. 
Second, a leaf  –a node that is on the edge of the tree which has 
no children- of a tree cannot receive a video stream at a rate 
higher than the bandwidth of the bottleneck link between itself 
and the root. Therefore, by placing higher bandwidth nodes 
closer to the root, we improve the average utilized bandwidth. 
Because of these, bandwidth values have more importance than 
delay values and tree cost needs to be determined by considering 
this observation.

Algorithm
A peer to peer network can be modeled as undirected graph. 

For a given graph G(V,E), eu,v represents the cost of the edge 
between vertexes, i.e. nodes u and v. Following this terminology, 
we considered following properties to construct multicast trees:

- Let cu represents the node u’s capacity, i.e. the 
maximum number of children that can be connected to node u 
for all u ϵ V. Capacity of a node is limited by upload bandwidth 
of that node, hence, du≤cu where du is the number of node u’s 
children.    

- To keep multicast tree height as short as possible, the 
relation between du and cu must be as follows: if there are any 
nodes that are not located to the tree yet, du should be equal to 
cu, otherwise du should be equal or less than cu.

Algorithm starts with children selection of source node(s). If 
there exists more than one source in the system, the source nodes 
should choose one or more requester nodes with minimum edge 
cost (eu,v). On the other hand, the number of children of a source 
node can not exceed the capacity of that source node.        

According to the constraints above, our multicast tree 
construction algorithm is given in figure 1. The cost term of 
figure 1 will be explained in the next paragraph. Suppose that 
there are n source nodes and m requester nodes in the system. 
According to the algorithm given in figure 1, S is the set of 
source nodes and R is the set of requester nodes. Rs represents 
the nodes located at the bottom layer of the tree and is initialized 
as empty set before algorithm starts. If the nodes in Rs do not 
fulfill their capacity or if there are any nodes which are not 
connected to the tree yet, algorithm continues running the code 
block inside while loop at the 6th step.  At the 7th step of the 
algorithm, the node having edge with minimum cost between 
it and any node a in Rs are chosen and added to the set of Rs. 
The degree of node a is incremented (10th step), if node a fulfills 
its capacity, it is extracted from the source set (11th) since new 
children no longer can be connected to node a. At the 13th step 
of the algorithm, Rs is assigned as a new set of virtual sources 
and while loop starts back at the top again.      

According to multicast tree construction constraints, cost 
and height of the tree should be kept as small as possible. In 
this study, both the capacity of nodes and delay between two 
nodes are used to assign the cost values to bandwidth delay 
combinations.  The cost values assigned are chosen in such a 
way that a balance between bandwidth and delay is constructed. 

Figure 2. Weight Grid Table of Delay-Bandwidth Pairs
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Figure 1. Multicast Tree Construction Algorithm Pseudo Code

1    S = { s1, s2, ..., sn} 
2    R = { r1, r2, ..., rm} 
3    Rs = ∅ 
 
4    while R≠∅ do 
5         n = |S| 

6         while ( ∑∑ ==
<

n

i c
n

i c ii
sd

11 ) && (R≠∅) do 

7             select ea,b with minimum cost where a ∈ S and b ∈ R  
8                       Rs = Rs ∪ {b} 
9                       R = R – {b} 
10                     da = da + 1 
11                     if (da==ca) then S = S - {a} 
12       end while 
13       S = Rs 

14        Rs = ∅ 
15   end while 
 

this deficiency of [15]. The proceeding sections of the paper 
are organized as follows: In the following section, the details 
of the multicast tree construction algorithm are given. This is 
followed by the results section in which simulation results are 
presented. In the last section, concluding remarks are made
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Both upload bandwidth and delay values categorized into five 
regions to form a five by five grid that is given in figure 2. When 
the cost values assigned in figure 2 are examined, it is observed 
that cost follows a specific pattern similar to a diagonal raster 
scan. This is the distinct policy that makes our approach 
different from all the studies in the literature. A node in a peer 
to peer video streaming system calculates the cost to any other 
node in the system by considering its upload capacity and the 
delay between itself and the other node. This cost represents the 
connection quality between these two nodes. 

RESULTS 

In order to observe the performance of the proposed 
algorithm, network topology was constructed by GT-ITM [14] 
module. The topology consists of 500 nodes and all the nodes 
in the system are included in video streaming experiments. In 
all experiments, there is one source in the system. We have 
used the delays generated by the GT-ITM module. Generally, 
two nodes that share a logical edge in the overlay architecture 
may not actually be directly connected to each other. In this 
case, communication path between these nodes was chosen as 
shortest path in the network and the delay between these nodes 
was calculated by considering the shortest path between them. 

In the experiments, hop count and bandwidth utilization 
of the proposed multicast tree algorithm was compared with 
similar multicast tree algorithm proposed in the literature. In 
the algorithm proposed by [13], multicast trees are constructed 
according to degree constraint multicast tree construction 
algorithm [12]. In the first set of experiments, capacities of 
all nodes in the system equal 3 as this value was used in the 
experiments given in [13]. According to this limitation, every 
node has one parent (except root) and can have maximum of 
3 children. When the graph given in figure 3 was examined, 
cumulative statistical results show that the nodes were located 
on the multicast tree with 6 hops at most. It can be also seen 
from the graph that 70% of the nodes in the tree are 5 hops 
apart from the root. On the other hand, it was observed that 
leaf nodes in the tree proposed by Fei [13] can be 36 hops apart 
from the root, and only 4% of the nodes in the tree are 6 hops 
apart from the root. As it is mentioned in previous section, the 
height of the tree is an important criterion for video streaming 
applications since any error occurred in a node affects all 
subtrees of that node. Furthermore, if the number of hops 
from the source to destination node increases, the probability 
of packet loss before the packet reaching the destination also 
increases. In order to observe the effect in received bitrate of 

tree height, we added packet loss probability of 5% to each link 
on the topology and measured received bitrate values by nodes 
in the system. Comparative results of received video bitrate in 
lossy environment are given in figure 4. It is seen from figure 4 
that 90% of nodes receive video less than 600 Kbps in system 
proposed by [13] while all nodes in our proposed system receive 
video higher than 700 Kbps from the figure. Therefore, it can 
be said that shallow trees provide less packet loss during video 
streaming session.  

One disadvantage of the proposed algorithm is that the total 
delay from source to each requester node is not minimized. 
The algorithm proposed by Fei [13] provides minimum delay 
since minimum spanning tree is constructed. According to 
the algorithm given in [13], average delay distance from root 
to the nodes on the tree equals 1.45 seconds while this value 
equals 2.53 seconds in the proposed tree construction algorithm. 
Therefore, considering the tree length in terms of latency, our 
algorithm has a penalty of 1.08 seconds. Nevertheless, this 
difference only increases the initial waiting time, i.e. the elapsed 
time from the beginning of video streaming session to the time 
which packets are started to be received by requester nodes. 
After every node start to receive video packets, initial waiting 
time is no longer important.

The reason of observed tree height with algorithm proposed 
in [13] is higher than our proposed tree is that nodes may not use 
their full capacity to connect children in [13]. In other words, 
in Fei’s algorithm, the capacity of a node is an upper limit but 
not a lower limit and because of this approach some nodes may 
have no children. This turns out to be an increase in tree height 
in terms of hop count. 

In another experiment set, a network topology with 500 
nodes having different capacities was constructed with GT-ITM 
module and simulation results were observed with new test set. 
Every node that receive video packets, immediately forward 
them to their children. If the bandwidth capacity is not adequate 
for sending the video in received quality, then the node drops 
the video layers until reaching the compatible bitrate. 50% of 
the nodes have capacity of 1, 20% of the nodes have capacity of 
2, 15% of the nodes have capacity of 3, 1% of the nodes have 
capacity of 4 and finally 5% of the nodes have capacity of 5. 
The upload bandwidth of the nodes having more than capacity 
1 was set as 1000 Kbps per each child, for example, if a node 
has capacity of 3, then 3 children can be connected to it and its 
upload bandwidth equals 3000 Kbps. The upload bandwidths of 
nodes having capacity of 1 are classified as follows: the upload 
bandwidth of 50% of these nodes is 500 Kbps, 30% of them 
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800 Kbps and 20% of them is 1000 Kbps. In the experimental 
setup, the maximum number of transmission bitrate that a node 
can send to its children was set as 1000 Kbps. If a node has 
upload bandwidth of 5000 Kbps, it can send video packets at 
1000 Kbps unless the upload bandwidth of its parent is less than 
1000 Kbps. On the other hand, if the parent of a node has an 
upload bandwidth of 800 Kbps, then the node can receive video 
packet at a bitrate of 800 Kbps at most. This property is one of 
the disadvantages of multicast trees as it is mentioned in the 
first section.             

Weight table values proposed in this study allows the 
nodes with higher capacity to be placed near root in the tree. 
This approach provides that the received bitrate of the nodes 
in the tree is maximized as it can be seen from the statistical 
graph given in figure 5. According to test results, all nodes in 
the systems received video at bitrate of 1000 Kbps, which is the 
maximum bitrate a node can receive in our system. But, with 
the same set of experiments and the network topology, 95% of 
nodes received video at 500 Kbps in the system proposed by 
[13]. This is due to the fact tha,t in [13], there are some nodes 
having limited upload bandwidth located near root in the tree 
due to their short delay to root. 2% of nodes received bitrate at 
800 Kbps and 3% of nodes received bitrate at 1000 Kbps with 
the proposed system given in [13].    

CONCLUSION

In this study, we proposed a novel multicast tree construction 
algorithm for peer to peer video streaming applications. 
Simulation results show that the height of constructed multicast 
trees is optimized in the proposed system. Therefore, the 
probability of packet loss is reduced since the average number 
of links from source to destination nodes is optimized.   

Proposed multicast tree construction algorithm provides 
higher bitrates since the higher capacity nodes are located near 
root. Comparative test results also show that our system has 
significant performance over another similar system proposed 
in the literature.    

Future work plans include adding fault tolerance features to 
the system and observe the performance of proposed algorithm 
with peer churn. 
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