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ABSTRACT 
 
Generalized Minimum Variance Control (GMV) has been applied to a jacketed batch reactor to control the 

temperature of a free radical solution polymerization of styrene and its performance was examined. As controller, an on-
line digital computer was used to keep the reactor temperature at pre-calculated optimal set point. A Pseudo Random 
Binary Sequence (PRBS) signal and Bierman algorithm were used to estimate the Auto Regressive Integrated Moving 
Average (CARMA) model parameters for GMV control system. Heat input to the polymerization reactor was chosen as a 
manipulated variable. Performance results of GMV were compared experimentally and theoretically and with the results 
obtained by using conventional deadbeat algorithm. GMV control system shows satisfactory behavior to track the reactor 
temperature. 
 
KEYWORDS: Generalized Minimum Variance (GMV), mathematical modeling, temperature control, polymerization 
reactor 

 
INTRODUCTION 
 

 Manufacturing a polymer and acquirement of desired polymer product play a key role in a polymer industry. In 
practice, batch processes are often used to produce high quality polymer. In a polymer process, one of the most encounter 
drawback when producing desired polymer is heat releasing during process and it must be removed from reactor in order 
to allow the reactor temperature to catch be stable and to reach desired monomer conversion, chain length and average 
viscosity molecular weight [1,2]. 

In recent years, there has been a growing emphasis on control of batch chemical and polymerization reactors. 
Many industrial applications and academic studies have appeared in the literature [3,4]. Two example of industrial 
application has been illustrated by Seki et al. (2001). One of them is a slurry phase polypropylene semi-batch reactor 
control and the other is a slurry phase high density polyethylene continuous stirred tank reactor control. Either application 
nonlinear model predictive control algorithm (NMPC) was used. In the first application, the NMPC successfully 
prevented thermal runaway of the reactor temperature control and in the second application; the NMPC improved the 
closed loop performance during the grade change over operation.  

The control of batch chemical reactors is important for the quality of the product and yield. Conventional 
controller such as deadbeat is applied to this type of systems [6-10]. Here, another important factor is the performance of 
the controllers. Product quality and profitability should be satisfied. Two quantitative methods for evaluating closed-loop 
control performance are used mostly [11]. The first one is frequency response, which determines the response of 
important variables in the control system to sine function of either the disturbance or set point. The second method is 
simulation, which is effective in giving the entire transient response to important changes in the forcing functions.   

During the last ten years, model predictive control is used to improve the control performance of batch 
polymerization reactor. The general strategy of predictive controllers is to utilize a discrete model to predict the future 
output and then compute the control action [12-14]. In this way, the difference between the set point and the predicted 
output is minimized. 
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The Generalized Minimum Variance (GMV) controller was formed basically as a modification of the Minimum 
Variance (MV) technique of Aström and Wittenmark [15, 16]. This is known as a one-step-ahead optimal control law. 
The technique is generally to hold weighting coefficient as small as possible in order to keep it as close as required to the 
objective of sustaining a minimum output variance while still preserving closed loop stability.  

In this work, experimental and theoretical applications of GMV controller were accomplished in a 
polymerization reactor. In the first part of the work, theoretical simulation program having mass and energy balance was 
realized to observe the dynamic behavior of the reactor. This program was performed to calculate the model and control 
parameters. In the second part, second order CARMA model for GMV system was developed between the heat input and 
the reactor temperature. Parameters of this model were calculated by using PRBS signal and Bierman algorithm. For this 
calculation, total simulation program was used. GMV control system was tried to keep the reactor temperature at optimal 
values. Tuning GMV control parameters were optimized by applying total simulation program and then control 
parameters were used in experimental control work. The performance of this control system was tested and compared 
with theoretical GMV and Deadbeat results. 
 
MATERIALS and METHODS 
 
Modeling and Optimization 
 

Free radical polymerization reactors can 
be modeled in terms of a set of differential 
equations. Many modeling studies on the 
polymerization of styrene in a batch reactor have 
been reported in the literature [17]. To simplify 
the mathematical description of the system, 
constant density, no-chain transfer, quasi steady 
state and long-chain approximations for live 
radicals have been assumed. Based on these 
assumptions, the modeling equations can be 

written as follows  
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with initial conditions, 

The following energy balances for the 
reactor and cooling jacket can express the reactor 
dynamic  
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The overall heat transfer coefficient for 

the polymerization reactor was modeled as a 
function of the viscosity of the reacting mixture 
[18]. 
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Here, S and F are constants. Viscosity 

was measured on-line during the experiments. 
From the solutions of equation (1-3), the 
following equations were obtained 
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The time required to reach the 

predetermined conversion m* and number average 
chain length Xn

* can be obtained by solving 
eqn.(10) for t = tf. 
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Substituting eqn. (11) into eqn. (9) at  

t = tf gives the following equation: 
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           Here, m* and Xn
* are desired conversion 

and desired number average chain length, 
respectively. The kinetic constants and physical 
parameters were given in Table 1. The control 
variables in this system were taken as reactor 
temperature and initial initiator concentration. 
The best reaction temperature and initial initiator 
concentration to achieve a given predetermined 
conversion and number average chain length in a 
minimum time can be obtained by use of 
Lagrange’s Multiplier [17]. According to this 
method, the optimal T and I0 can be obtained by 
optimizing the following function:  
  

),(),( 00 ITgITtW f                          (13) 

 
Here,   is the Lagrange’s multiplier. For 

this system, the partial derivative of W with I0 and 
T respectively must be zero, i.e: 
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From the solution of equation (11), (12), 

(13) and (14), the following equations for optimal 
T and I0 have been obtained: 
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Table1. The kinetic constants and physical 
parameters used in experimental studies [12]. 
 
Constant   
Ap 

At 

Ad 

Ep 

Et 

Ed 

M0 

f 

 

1.051x10 
1.255x109 

2.6x1016 

7060 

1680 
34200 
6.092 
0.5 
 

l mol  s-1 

l mol  s-1 

cal mol K-1 

cal mol K-1 

cal mol K-1 

mol l-1 

g mol-1 

 

 

 
The calculated optimal temperature and 

initiator concentration values from these 
equations were implemented on the experimental 
reactor system.  
 
The Generalized Minimum Variance Control  
 

GMV controller was formed basically as 
a modification of the minimum variance 
technique of Aström and Wittenmark [15]. 

In MV control it is critical that the time 
delay integer k be correctly chosen. Wrong values 
of the system delay can destabilize the controller 
by the polynomial Q. The presence of this usually 
avoids problems of destabilizing effect of wrong 
choice of the supposed system delay. The GMV 
algorithm produces good set point following 
characteristics and is able, to a certain extent, to 
control non-minimum phase systems.  This GMV 
algorithm is implicit, i.e. the evaluated parameters 
are employed precisely in the control law 
computation. However, due to the implicit 
character of this algorithm it can be shown that 
the controller design parameters cannot be varied 
on-line without degrading the parameter estimates 
[19]. An additional modification to this design 
permits the control weighting to be altered on-line 
without influencing the parameter estimates [20]. 
In the latter case, the control law is not 
completely implicit.  

The GMV approach employs a system 

pseudo-output  t  determined by 
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are transfer functions in the backward shift 
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The polynomials are written as: 
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The cost function to be minimized is then the 
variation of the pseudo-output  
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 This expression for )( kt    is the addition 

of two independent terms. The first term can be 
defined as: 
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and represents the best forecast of )( tkt     

established on data up to time t. The second term 
is: 
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           Clearly J is minimized by setting the 
predicted output equal to zero ie: 
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This gives the control law   
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 The steps in the implementation of the 
GMV algorithm may be summarized as: 
a. Apply a PRBS to the system as a forcing 
function and obtain the plant output  

b. Estimate F, G, H from equation (30) 
implementing the Bierman U-D update 
Algorithm[21]  
c. Employ equation (33) to evaluate the control 
signal   
d. Apply the control signal  
e. Return to (a) 
 
Deadbeat Controller (DB) 
 
 The purpose of conventional feedback 
control is to attain and maintain a desired 
condition by using the difference between the 
measured output and the set point in order to 
remove as far as possible any difference between 
them. When the fixed parameters of the controller 
have been determined, sufficient and effective 
control is usually attained although detuning may 
be required to make sure that stability and non-
oscillatory behavior is maintained over the whole 
range of operating conditions. Deadbeat controller 
was used for comparison in the present work. 
 Deadbeat control action can be described 
quantitatively by: 
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Where the unit step change in the set point is 
given as: 
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The response with a unit step delayed by one 
sampling instant 
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Transfer function for a Deadbeat controller 
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and  
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Therefore the discrete time version of deadbeat 
action can be given as: 
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EXPERIMENTAL 
 
  

 
 
Figure 1. Experimental System 
 
 Polymerization experiments were carried 
out in a cylindrical glass jacketed reactor of 1100 
ml. with a dished bottom equipped with a heater, 
thermocouples and condenser. Temperatures 
detected by thermocouples were transferred into a 
computer through A/D converters. The system 
was purged with nitrogen sent from the bottom of 
the reactor. A reflux condenser was used to regain 
the vaporized toluene. A thermostat through the 
cooling jacket pumped the coolant and its flow 
rate was set at a fixed value. A thyristor unit 
depending upon the signals from the computer 
manipulated the power of the heater inside the 
reactor. The temperatures and viscosity values 

were monitored on the computer during the 
polymerization as shown in Fig. 1. 
 Styrene was vacuum distilled and 
benzoyl peroxide initiator was recrystallised using 
chloroform methanol mixture before being used. 
 The reactor was first charged with 
styrene and toluene solvent (30 % in volume). 
Then, the reaction mixture was heated to the 
desired temperature and pouring in the initiator 
solution started the polymerization. In all 
experiments, the optimum reaction temperature 
calculated before was tried to track by 
implementing GMV control method. 
 Next, at intervals of 15 min, 5ml. 
samples were taken from the reactor for the off-
line analysis. The amount of monomer conversion 
and the number average chain length in each 
sample were determined by use of precipitation 
method and Ubbelohde viscometer respectively. 
 
 RESULTS  
 
  In this work, GMV control of 
polymerization reactor temperature has been 
realized. Experimental and theoretical 
applications were achieved to obtain the desired 
comparison. In the design of this control system, 
the reactor filled with styrene-toluene mixture is 
considered as a heat exchanger. When the reactor 
is heated by means of an immersed heater, 
cooling water is passed through the reactor-
cooling jacket. So the cooling water absorbs the 
heat given out by the heater. If this is taken into 
consideration, this reactor can be considered to be 
continuous as regards to energy. When such a 
mixing chamber was used as a polymerization 
reactor with defined values of heat input and 
cooling flow rate, system can reach the steady-
state condition as shown in Table 2. The design 
philosophy of GMV control system basically 
depends on this approximation. In addition, the 
heat released during the reaction was accepted as 
a disturbance for the heat exchanger. Heat input 
from the immersed heater is chosen as a 
manipulated variable.  
  For GMV control work, heat exchanger 
approximation was used. In design calculations, 
mathematical model equations of energy balance 
of the heat exchanger Eqs. (5) and (6) were solved 
using 4th order Runge-Kutta integration method. 
This simulation algorithm with initial steady-state  
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Table 2. Optimal operating conditions used in experimental studies and simulation 
 

m* 
(%) 

Xn
* M0 

(mole l-1) 
I0 

(mole l-1) 
T (0C) tf (min) Tci (

0C) mc, (kg s-1) 

50 500 6.0898 0.0126 103.8 152 21 5.10-4 

30 1000 6.0898 0.0038 105.5 124 21 5.10-4 

 
 
 
conditions shown in Table 2 was used to calculate 
the system model and control parameters.  
  A constant optimum reactor temperature 
for a minimum polymerization time was 
calculated by applying a total simulation program 
having energy balance, monomer and initiator 
material balances and Lagrange’s multiplier. 
Theoretical, desired and optimal values for 
product quality and operating condition are given 
in Table 2. Two sets of optimal operating 
conditions were used for this work. 
  This work has been done for GMV 
control system. Standard CARMA model based 
on the relation between the reactor temperature 
and heat input to the reactor is used. The 
parameters of CARMA model were calculated by 
using simulation program having energy balances 
with initial steady-state conditions. When the 
reactor filled with the mixture of toluene and 
styrene is in the steady-state conditions, PRBS 
signal is given to disturb the system around the 
reactor temperature theoretically [22]. The 
identified CARMA model of the reactor was 
given below  
 

)2(10*8997.14)1(1.0)1(10*120244.0)( 37   tytytuty   

             
                                                                        (42) 

In all GMV control work, this identified 
CARMA model was used. GMV control system 
based on this model has been applied to keep the 
reactor temperature at the optimal value. Using 
total simulation program, suitable control 
parameters, which are time delay and control 
weighting, were determined by observing control 
performance. After trying several calculations 
these parameters are taken as 1 min. and 0.95 
respectively. In all experimental and theoretical 
studies, GMV control system with identified 
model and control parameters were applied to the 
polymerization reactor. 

 

 
 
Firstly GMV control system was applied 

to track the reactor temperature with optimal 
value as I=0.0126 mole l-1, T=103.8 0 C. 
Theoretical and experimental results are presented 
in Fig. 2. As it can be seen from this figure, 
agreement between the theoretical and 
experimental results is very satisfactory. But the 
reactor temperature gives some oscillations before 
reach the steady value. The results of GMV and 
Deadbeat control applied to the other optimal 
temperature value (I=0.038 mole l-1, T=105.5 0 C) 
are given in Figure 3.  This figure shows that 
reasonable agreement was obtained between 
experimental and theoretical results.  
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Figure 2. (a) Experimental and theoretical GMV and 
Deadtbeat [12] control of the reactor          temperature 
    (b) The change of manipulated variable 
(heat-input) with time (I0=0.0126 mole / l, 
T=103.8 o C) 
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Table 3. Experimental conversion and chain lengths for GMV and DB control systems 
 
T (0C) 103.8 105.5 
I0 (mole l-1)  0.0126 0.0038 
Desired conversion, m* (%) 50 30 
Desired chain length, Xn

*  500 1000 
Experimental conversion, me (%) (GMV) 54.84 31.30 
Experimental chain length, Xn         (GMV) 465 516 
Experimental conversion, me (%) (DB) [12] 57.1 32.1 
Experimental chain length, Xn         (DB) [12] 405.65 876 
 

 
In the operating conditions of I0=0.0126 

mole l-1, T=103.8 0 C, tf=152 min., m*=0.5 and 
I0=0.0038 mole/l, T=105.5 oC, tf=124 min, 
m*=0.3, the GMV control shows satisfactory 
performance.  These figures (Fig. 2, 3) depict also 
the computer temperature profiles under control-
free conditions. The temperature increase or 
reaction rate comes to a maximum at about 1000 
sec. for the first experiment (T=103.8 o C). Up to 
this point, there are some undesirable oscillations 
and then controller performance increases. Heat 
variations are also given. Q is manipulated in an 
oscillatory but acceptable fashion. 

Deadbeat control of the system was 
utilized to compare the efficiency of GMV 
methods. Deadbeat control parameters of this 
system were used as b0=7.0211x10-8, a1=1.12x10-

7, a2= -8.98x10-8 [12]. Reactor temperature closely 
follows the optimal trajectory. But, the response 
produce larger over shoot and more oscillations as 
it is expected. GMV yields a more moderate 
controlled response. In both of the control 
algorithms, control action produced is reducing as 
the temperature is increasing.  

The conversion and number average 
chain length values measured at the end of the 
polymerization are given Table 3 in order to see 
the performance of these methods. The agreement 
between target values and experimental results is 
better under GMV control than that under 
Deadbeat control.   
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Figure 3. (a) Experimental and theoretical GMV 
and Deadbeat [12] control of the reactor         
temperature 
    (b) The change of manipulated variable 
(heat-input) with time (I0=0.0038 mole / l, 
T=105.5 o C) 
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 CONCLUSION 
 
 A GMV algorithm was implemented 
experimentally and theoretically to track the 
temperature on a set point in a batch jacketed 
polymerization reactor. Standard CARMA model 
based on the relation between the reactor 
temperature and heat input to the reactor was 
used. The performance of the GMV controller 
was compared with the results acquired using 
STPID. The results showed that the performance 
of GMV controllers was better than that of 
STPID. In control systems, conversion and 
molecular weight were taken as optimal values. 
Due to modeling and experimental errors, some 
deviations in number average chain lengths were 
observed. From the experimental results, it is 
foremost that suggested control system indicates 
good performance for processes with model-plant 
mismatch.  
 
NOMENCLATURE 
 
A  :heat transfer area (m2) 
Ad, Ap, A :frequency factor for initiator 

decomposition, propagation and            
           termination, respectively   
A (z-1)  :monic polynomial in z-domain 

representing the poles of the 
discrete- 

   time system   
aI  : parameters of A polynomial 
B (z-1)  :polynomial in z-domain 
representing the zeros of the discrete-time 
bI  : parameters of A polynomial 
C (z-1) :monic polynomial in z-domain 

representing the zeros of the 
process noise, calculated 
control output for Deadbeat 
algorithm 

Cp, Cpc  :specific heat of reactor content 
and coolant (J kmol-1 oC-1) 
d  :offset 
e(t)  :white noise   
Ed, Ep, Et  :activation energies for initiator 

decomposition, propagation and  
termination, respectively 

f  :initiator efficiency  
-H  :heat of reaction (J kmol-1) 
I, I0  :initiator concentration, initial 
initiator concentration (mole l-1) 
kd,  kp  :kinetic constants for initiator  
decomposition and propagation, respectively 
kt   :kinetic constant for termination 

mc  :flow rate of the cooling water 
(kg s-1)  
M, M0  :monomer concentration, initial 
monomer concentration (mole l-1)     
m*

   :desired monomer conversion 
(%) 
Q  :weighting polynomial acting on 
control input   
Qw  :heat power (W) 
r(t)  :set-point at time t 
R (z-1)  :weighting polynomial acting on 
set-point  
T  :temperature (0C)    
Tci  :coolant inlet temperature (0C) 
Tco  :coolant outlet temperature (0C) 
t   :time (s) 
tf  :reaction time (min)    
U  : overall heat transfer coefficient 
(kcal m-2 K-1 s-1) 
u(t)  :input variable at time t 
v   :constant  
V  : volume of the mixture (m3) 
Vc  : volume of the cooling water 
jacket (m3) 
Xn, Xn

*  : number of average chain 
length, desired number of 
average chain length 
respectively  

y(t)  :output variable at time t  
z, z-1  :forward and backward shift 
operators 
, c  : density of the mixture, density 
of the cooling water (kg m-3) 
0, r  :initial viscosity of reactor 
content, viscosity of reactor content (cp) 
          :control weighting 
          :sum of the root square of the 

parameters 
   : Error 

)( tkt    : Best forecast of 

)( kt  established on data up to time t 
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