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Abstract
Over the last decades, numerous researches have been made on hybridization of fuzzy and rough sets. In this paper, it is purposed to evaluate 

the effects of fuzzification on the algorithm FRA which can find reducts in a fuzzy database using fuzzy rough set approach based on discernibility 
matrix. The FRA algorithm deals with more general type of fuzzy sets.

Keywords: Fuzzy Rough Sets, Discernibility Matrix, Attribute Reduction, more general type of Fuzzy Sets, effects of fuzzification.

INTRODUCTION 

In recent years, the availability of large amount of data 
requires the extraction of useful information. Through 
technological developments, this kind of data can be collected 
from vast resources such as production control and business 
management.

Nowadays in the real world, one of the most important steps 
in extracting useful information from vast amount of data which 
is expressed in gigabytes is dimensional reduction of attributes. 
Through dimensional reduction of attributes, it is purposed 
to have some improvements in efficiency such as; decreasing 
measurement, storage and computation costs, increasing the 
performance of classification algorithms as well as better 
understanding the results of classification algorithms [1].

Feature selection introduces an active research area for 
researchers in pattern recognition, statistics and data mining 
communities. 

Modeling of uncertainty provides a fruitful area for 
researchers about knowledge representation. Plenty of 
approaches like Zadeh’s fuzzy set theory [2] and Pawlak’s 
rough set theory [3] point out the uncertainty problem. Fuzzy 
rough sets are the generalization of classical rough set theory 
for modeling uncertainty. These two theories are different but 
complement and related to each other.

The Pawlak’s rough set concept is a new mathematical 
approach to imprecision, vagueness and uncertainty. In rough 
set approach, an arbitrary subset of the universe of discourse can 
be approximated by two subsets by means of the equivalence 
classes; namely, lower and upper approximations. Through the 
lower and upper approximations, one can not only extract the 
decision rules that are hidden in the database but also select the 
minimal subset of data that is the most informative. 

Dubois and Prade [4,5], are one of the first who investigated 
the problem of fuzzification of a rough set. In their research, 
they constructed the lower and upper approximation by means 
of operators t-norm min and t-conorm max. 

In the fuzzy rough set theory, fewer efforts have been put 
on the attribute reduction in fuzzy databases [6]. In this context, 
one of the important studies on fuzzy rough set approach is the 
fuzzy-rough QuickReduct algorithm that has been proposed by 
Jensen and Chen  [7-9]. Another important study about 
attribute reduction on fuzzy rough set concept has been made by 
Salido and Murakami [10]. In their paper, they defined the more 
general type of fuzzy sets and proposed a strong infrastructure 
about attribute reduction applications based on fuzzy rough sets 
that can be used by constructive approaches. In their approach, 
they used t-similarity relation which is reflexive, symmetric and 
have a certain transitivity property. Tsang et al. [11] proposed 
an algorithm based on discernibility matrix that can find all the 
reductions on a fuzzy database. However, in their algorithm, 
t-norm min operator was used for the purpose of constructing 
and aggregating fuzzy similarities. Aydogan et al. [12] purposed 
an algorithm that combines all the features of these approaches. 
Their algorithm first fuzzifies the continuous and categorical 
values of a database, constructs the fuzzy similarity matrices 
according to a certain type of t-norm, aggregates the similarity 
matrices and finally constructs the discernibility matrix that can 
find all the reductions of that fuzzy database.

In this paper, algorithm in [12] is compared with the other 
well-known attribute reduction algorithms and it is purposed to 
find a value range of fuzzification parameter σ  that affects the 
classification accuracies and the minimal reducts.

The rest of the paper is organized as follows: In the Material 
and Methods Section; the basic and the general type of fuzzy 
sets, the transformations of notations that are used in the 
algorithm, the FRA algorithm and the fuzzification of datasets 
are defined. In Results and Discussion Section; the efficiency 
of the FRA algorithm and the effects of fuzzification parameter 
on the classification accuracies of datasets are discussed. 
Conclusions are given in final section.
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MATERIALS AND METHODS

The literature of fuzzy-rough sets usually deals with simpler 
type of fuzzy sets. However, some mathematical transformations 
are necessary in order to perform calculations on general type 
of fuzzy sets. In this section, information on notations and the 
algorithm will be given.

Basic type of fuzzy sets[10]
A data set with N  objects which is described by 

FN  characteristics or features that are fuzzy. In this data 
set, every sample ix  ( ],1[ Ni∈ ), have been measured 
as partial membership degrees, j

iµ , FNj ,..,1= ,
],...,,[ 21 FN

iiiix µµµ= ,
which are graded in the interval 

[0,1]. 

General type of fuzzy sets[10]
A data set of N samples in which sample ix  ( ],1[ Ni∈

) is described by FN  features, while the value of each feature 
j  is expressed by a set of LLN  grades of membership, kj

iµ  
),...,1( LLNk c=  , to LLN   linguistic labels. Thus sample 

ix  can be characterized by the following values;

  

where ,,...,1 Ni = ,,...,1 FNj = ,,...,1 LLNk =          ,

and ]1,0[∈ijµ . In this paper we assume the same number 
of linguistic labels, LLN , for all features. 

Fuzzification of Data Sets
In order to fuzzify the datasets, a simple method that only 

uses the information in the dataset itself was chosen. For 
numerical or continuous values, the value of every measured 
attribute iF , is represented as a normalized attribute value *

iF
where iiii FFF /)(* µ−= . Here iµ is the mean of iF  in 
the whole attribute set. 

After the normalization process, every attribute is fuzzified 
and transformed into a set of membership degrees represented 
by fuzzy partition in Figure 1. The parameters defining the 
membership functions take a value which depends on the 
variance of the attribute set. The parameter 0,9σ  was randomly 
chosen before making any tuning.  

The Fuzzy Rough Attribute Reduction (FRA) Algorithm
The attribute reduction with fuzzy rough sets based on the 

constructive approach has been introduced in [12]. Here, some 
adaptations on constructing the fuzzy similarity matrices and 
the aggregating operator are given for the general type of fuzzy 
sets. Then, the indiscernibility matrix is formed. Finally all the 
reducts from the indiscernibility matrix are found.

In order to find the fuzzy similarity matrices )( iRSim , 
the Lukasiewicz operator;

)0,1(),( −+= yxMaxyxT , 

is turned into )1(inf),( lk
j

lk
iJIji

k
ji k

ji
yxS µµ −−=

∈ , 

The De Morgan dual of generalized means, 
pp

n
pp nxxxxM

1

21 )/))1(....)1()1(((1)( −++−+−−= 
is chosen as the aggregation operator for T -fuzzy similarity 
matrices. Depending on how parameter p  is tuned, this 
operator behaves like a minimum or a mean average operator. It 
is better to choose 2=p  as the minimum operator as reported 
in [10].

Now we can define attributes reduction for fuzzy rough sets 
using these views as follows;

Let U is a finite universe of discourse and ℜ  is a finite set of 
fuzzy t-similarity relations called conditional attributes set. D is 
an equivalence relation called decision attribute with symbolic 
values. ),( DU ∪ℜ is called t-fuzzy decision system. 

Denote }:{)( ℜ∈∩=ℜ RRSim , 
then )(ℜSim is also a fuzzy t-similarity relation. Suppose 

Dx][ is the equivalence class with respect to D  for Ux∈ , 
then the positive region D  relative to )(ℜSim is defined as;

)]([)()( DUxSim xSimDPos ϑℜ∪= ∈ℜ . 

We will say that ℜ is dispensable relative to D  in ℜ
if DPosDPos RSimSim }){()( −ℜℜ = , otherwise we will say 
that ℜ is indispensable relative to D  in ℜ .  The family ℜ
is independent relative to D if each ℜ∈R is indispensable 
relative to D  in ℜ ; otherwise ℜ is dependent relative to 
D . ℜ⊂P is a reduct relative to D if P  is independent 
relative to D  and DPosDPos PSimSim )()( =ℜ . P  
will be called  relative reduct of ℜ . The collection of all 
indispensable elements relative to D  in ℜ is called the core 
of ℜ  relative to D , denoted as )(ℜDCore . Similar to the 
result in traditional rough sets, )(Red)( ℜ∩=ℜ DDCore
, )(Red ℜD is the collection of all the relative reducts of ℜ
. Thorough, it is known that ]}1,0(,:{ ∈∈ λλ UxxRT
could be basic granular set to construct lower and upper 
approximations of fuzzy sets since every lower and upper 
approximation is just the union of the fuzzy sets with the form 
as λxRT . 

Thus, the structure of lower approximation of every Dx][  
is clear by }][)(:)({)][( DTTD xyRyRxR ⊆∪= λλϑ  
For Dxy ][∉ , clearly 0)()][( =yxR Dϑ  holds. For 

Dxy ][∈ , the following theorem develops a sufficient and 
necessary condition for )][()( DT xRyR ϑλ ∈ .
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Figure 1. Fuzzy partition used to express every attribute.
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Theorem 1 [13].  
Suppose Dxy ][∈ , )][()( DT xRyR ϑλ ⊆  if and only if 

0)()( =zyRT λ   for Dxz ][∉ .

Theorem 2  [13]. 
Suppose ℜ⊂P , DPosDPos PSimSim )()( =ℜ  if and 

only if DxT xxPSim ][)()( )( ⊆λ for every Ux∈ , here 

)()][()()( xxSimx Dϑ
λ ℜ= .

Theorem 3  [13]. 
Suppose ℜ⊂P , then P  contains a relative reduction of ℜ

if and only if  0)()()( )( =zxPSim xT λ  for every Uzx ∈,
and Dxx ][∉ . Here )()][()()( xxSimx Dϑ

λ ℜ= .

Theorem 4  [13].  
Suppose ℜ⊂P , then P  contains a relative 

reduction of ℜ  if and only if there exists Pp∈ such that 
0))(),,(( =xzxPT λ  for every Uzx ∈, and Dxx ][∉

With above discussion we can design an algorithm to compute 
all relative reductions. Suppose },...,,{ 21 nxxxU = , 

},...,,{ 21 mRRR=ℜ . By ),( ℜUM D , a nnx  matrix, 
denoted ( jic ), called discernibility matrix of ),( DU ∪ℜ
such that;

1.  }0)(,((:{ =ℜ∈= ijiji xxxRTRc λ  
if Dij xx ][∉ ;

2.  0≠jic , otherwise.
Here ),( ℜUM D may not be symmetric and φ=iic .

Reduct
Let ),( ℜUM D  denotes a nnx  matrix ( ijc ), called 

discernibility matrix of ),( DU ∪ℜ . By HM we denote 
the matrix from ),( ℜUM D eliminated all the elements 
whose intersection with set ℜ  is non-empty. count(a) 
represents the times that attribute “a” appears in matrix

),( ℜUM D  [14]. So the significance of an attribute “a” 
denoted by )(),,( acountPaSGF =ℜ . Generally, the 
bigger the ),,( PaSGF ℜ , the more important the attribute 
in ),( ℜUM D .

The FRA algorithm

Input: ),( DU ∪ℜ  fuzzy decision system,
Output: P , reducts of conditional attributes.  

Step 1. Compute ),(),...,( 1 nRSimRSim

Step 2. Compute 
)),(),...,(()( 1 nRSimRSimMSim =ℜ

Step 3. Compute ),( ℜUM D  such that
}),(1:{ ijiji xxRRc λ≥−=

Step 4. Delete the entries in ),( ℜUM D  such that 
Ø.=jic

RESULTS AND DISCUSSION

In this section, the FRA algorithm was compared with 
the other well known attribute reduction algorithms such as 
classical rough set method and fuzzy-rough QuickReduct 
algorithm. Furthermore, the effects of fuzzification on fuzzy 
rough attribute reduction (FRA) algorithm were investigated. 
In order to measure the efficiency of reducts, Naïve Bayes  
[15] algorithm was used. 

Experimental data sets were taken from UCI machine 
learning repository [16] and four different datasets were 
chosen. Table 1 shows data descriptions. Classification 
performance of selected attributes was evaluated by using 
Naïve Bayes algorithm. In order to calculate classification 
accuracies of datasets, Waikato Environment for Knowledge 
Analysis (WEKA) [17] program was used. Besides, in order 
to find the reducts of classical rough set approach, ROSETTA 
[18] program was used. Boolean Reasoning algorithm was 
used for discretization of data sets. Additionally, p=2 index for 
aggregating fuzzy similarity matrices was used. Table 2 shows 
the selected attribute set cardinality. Attribute set cardinality is 
closely related to the computational time of the classification 
algorithm. Minimal cardinalities point out the efficiency of 
the algorithm. Furthermore, Table 3 shows the Naïve Bayes 
classification algorithm accuracies of the reduced datasets. The 
percentage of accuracy shows the efficiency of the algorithm. 

Effect of the fuzzification parameter σ
In this section, it was investigated how the classification 

accuracy has been affected by the fuzzification parameter σ . 
After tuning the σ  parameter, it was observed that cardinality 
of the selected attributes and the classification accuracies were 
changed. As shown in Table 4, selecting σ  in the range of 
[0.8-0.9] while using the corresponding datasets and Naïve 
Bayes classification algorithm provides smaller cardinalities 
and higher classification accuracy results.

Step 5. Sort rest of jic ’s according to their cardinality. 
Cardinality (size of a set) shown as

,iL ).,...,2,1( mi = ,

Step 6. Let “a” be a conditional attribute 
and P  is the reduct set.  Compute the significance 
of attribute(s) at a certain subset cardinality 

}|,,({)|),,((
00 iRPai LPaSGFMaxLPaSGF ℜ=ℜ′ −∈ .

Step 7. }{aPP ′∪⇐  such that 
Ø.),( =ℜUM D

Table 1. Data Descriptions

No Dataset Samples Numerical 
Features

Categorical 
Features Classes

1 Credit 
Approval 690 6 9 2

2 P.I.Diabetes 768 8 0 2

3 Ecoli 336 5 2 7

4 WPBC 198 33 0 2
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Table 2. Attribute set cardinality after feature selection

CONCLUSION

In this paper, the efficiency of the FRA algorithm and the 
effects of tuned fuzzification parameter on the classification 
accuracies were evaluated. It was shown that the FRA algorithm 
provides both smaller set of attributes and better classification 
results. It is simple and easy to understand compared with the 
other fuzzy rough attribute reduction algorithms. In the future, 
the FRA algorithm will be used for a real world application.

Selected attribute set cardinality

Dataset Nr of 
attributes

Rough 
Reduct

FR 
Quick-Reduct

FRA 
Algorithm

Credit 
Approval 15 12 14 8

P.I.Diabetes 8 7 8 5

Ecoli 7 6 6 5

WPBC 33 1 6 2

Average 15.75 6.5 8.5 5

Table 3. Naïve Bayes Classification Algorithm Accuracies of 
Selected Attributes.

Dataset

Naive Bayes  Classification Accuracy

All 
Attributes

Rough 
Reduct

FR 
Quick-Reduct

Proposed 
Algorithm

Credit 
Approval 77.5362 76.087 77.5362 84.7826

P.I.Diabetes 76.5625 76.5625 76.5625 77.2135

Ecoli 84.2262 84.8214 85.4167 86.0119

WPBC 63.4021 74.7423 76.2887 81.4433

Average 75.43175 78.0533 78.95103 82.36283

Table 4. The effect of fuzzification parameter to the classification 
accuracies of datasets.

σ  
Value

Classification Accuracies (Naïve Bayes)

Credit 
Approval P.I.Diabetes

Ecoli WPBC

0.6 83.1884 [7] 77.2135 [6] 82.5926 [4] 77.8351 [3]

0.8 85.5072 [7] 77.2135 [6] 80.7407 [5] 78.3505 [3]

0.85 84.3478 [10] 77.0833 [6] 83.3333 [5] 76.2887 [2]

0.9 84.7826 [8] 77.2135 [6] 83.3333 [5] 81.4433 [4]

0.95 84.7826 [8] 77.2135 [6] 76.2963 [5] 77.3196 [2]

0.99 84.7826 [9] 77.0833 [6] 79.6296 [5] 76.2887 [3]


