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Abstract 

This research presents a classification based novel artificial intelligence approach of Mango Leaves recognition. The design and 

implementation of an artificial neural network system that extracts specific shape and morphological features from mango plant leaves of 

three kinds is presented in this research. Modules of significant mango leaf image features are identified using a novel feature selection 
technique. This technique reduces the dimensionality of the feature space leading to a simplified classification and identification scheme 

appropriate for real time classification systems for better results. In making the system complete, a full account is given of the necessary 

image processing methods that are applied to the binary images of mango plant leaves to ensure identification. These methods include the 
extraction of shapes from binary images. 

The proposed method inherits size and orientation invariance with respect to the image datasets and  it can operate successfully even 

with leaves samples that are deformed due to dropout or due a number of holes drilled in them. A considerably very high classification ratio 
of 96% to 98% was achieved, even for the identification of deformed leaves. 
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INTRODUCTION 
 

Pakistan is an agriculture based country. Its economy is 

solely dependent on agriculture. The food inflation is a 

national challenge. Scientists, agriculturists work day and 

night to promote the yield of food grains. It is very difficult 

to infer the varieties of a plant species by simple visual 

observation. It is very time consuming and can be 

accomplished by the trained botanists. 

In this work I have tried to identify the varieties of 

mango leaves. Mango (Mangifera indica L.) is considered 

as the king of fruits due to its nutritional value and taste. 

Mango trees have a large no. of varieties. Three different 

varieties of mango plant (Anwar Ratol, Chaunsa and 

Maalda) have been taken as our frame of reference and 

investigation. 

Detecting digital image become the most important 

system applications for industrial use to facilitate the user 

and to save time. These methods has been developed years 

before but improvement of it is still require necessary in 

order to obtain the target in efficient and accurately way. 

The goal of this research is to detect and classify the leaf 

image (using mango Leaves of different varieties) using 

some method such as image processing and shape 

detection.  

The CVIPTools program should automatically detect 

the features and classify the digital and segmented image 

from features. This research contains two branches machine 

vision in addition to machine classification. A machine 

vision branch used image processing anywhere the features 

like size, color histogram and gray histogram are mined. 

The parameters are given for classification that describes 

artificial neural networks ANN for identification of mango 

leaves of different verities. 

 

 

Background 

Many methodologies have been proposed to analyze 

plant leaves in an automated fashion. A large percentage of 

such works utilize shape recognition techniques to model 

and represent the contour shapes of leaves, however 

additionally, Binary and RST-Invariant features of leaves 

have also been taken into consideration to improve 

recognition accuracies. Lakshmi Dutta and Tapan Kumar 

Basu 2013 [1], proposed a method to identify variety of 

mango tree on the basis of geometrical and morphological 

features of its leaves. P.R.Eddy et al 2006 [2], presented 

two image classification techniques Neural Network and 

Maximum Likelihood Comparison (MLC) are compared 

for accuracy in corps species discrimination. Li Chen et al 

2010 [3], proposed a method of weed identification by 

using a technique of Image Processing and Probabilistic 

Neural Network (PNN). Christopher and Korah have used 

vision based texture cues for desert road following [21]. 

Another interesting system developed by Ollis and Stentz 

[22] navigated an industrial alfalfa harvester by following 

the cut/uncut crop line in a field. To do this, a color image 

was taken of a field, and a best fit step function was 

computed for each image scan line using the Fisher linear 

discriminant in RGB space. More information on 

appearance based related work can be found in [23]. 

 

Image Preprocessing 

 Plants are basically identified according to their 

morphological and geometrical features of their leaves 

.These features of leaves are captured with the data 

acquisition system e.g. digital scanner or a digital camera. 

The acquired image is processed by digital image 

processing technique explained in Section III. Brief 

accounts of the two significant leaf features are detailed 

below. Geometrical and Morphological Features: The 

geometrical features are associated with the shape of the 

leaves such as length, width, aspect ratio and so on.  
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Fig.1. (a) Colored Image of “Anwar Ratol” mango leaves, (b) Edge 

detected output of the “Anwar Ratol” mango leaves  

 

Edge Detection 

The method as well as edge detection differentiation is 

the function gets all the required input parameters, as a 

substitute of standard input. 

G[f(x,y)]=[f(x,y)-f(x+1,y)]2+[f(x,y)-f(x,y+1)]2}1/2) 

G[f(x,y)]=|f(x,y)-f(x+1,y+1)|+|f(x+1,y)-f(x,y+1)| 

 

PROPOSED METHODOLOGY 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This part of research has the different stages as well as 

methods discussed in this section in which separated and 

identification of the Mango trees on the basis of following 

methodology. 

 

Primary footsteps in Image Processing  

Basic stages in image processing were image capturing 

or gaining, preprocessing, segmentation, image illustration, 

explanation, and recognition. Explanation of above steps is 

given below briefly. 

 

Image Capturing and Image Data Set 

Images of Mango leaves of three verities Anwar Ratol, 

Chaunsa and Maalda were taken from an 8 mega pixel 

digital camera, keeping the distance of two feet in between 

mango leaf with white background.  Each mango leaf 

image is captured from peak sight of white surroundings.  

 

Image Preprocessing 

When the digital image is taken, then the coming stage 

is preprocessing. A basic method of preprocessing is to get 

better the image to obtain improved outcome for the other 

images. This basically covenant with methods for removing 

unwanted noise, attractive contrast of image as well as 

separating sections of binary image. These were three 

major kinds of image preprocessing that are image 

compression, binary image enhancement and image 

measurement. 

 

Features Extraction 

Binary Features 

Length 

The length of the leaf is the distance between the points 

on the same leaf.  

 

Width 

The maximum horizontal distance between the two 

points laying on the edge of the leaf is considered as the 

width, W of the leaf.  

 

Aspect ratio 

Described as the proportion of length in the direction of 

width of the leaf. Length/Width is known as aspect ratio.  

 

Area 

The area of the mango leaf is found by counting the no 

of pixels of binary value 1 on smoothed mango leave image 

and denoted by A.  

 

Perimeter 

The perimeter of binary images of mango leaves is 

defined by calculating the total no. of pixels present on the 

leaf image.  

 

Form factor 

This feature defines the relation between a leaf and a 

circle. It is defined as FF=4πA/P^2, where A is the area of 

the mango leaf with P is its perimeter  

 

Euler number 

It describes the difference between the number of parts 

of image      E = S – N 

 

Projections 

Projections needs values for height and width of a 

normalizing box. The object of interest will be resized to fit 

against the upper and left sides of the normalizing box 

before the projections are calculated. For Projection the 

entire normalized length and width are 10. Projections need 

values for height and width of a normalizing box. The 

object of interest will be resized to fit against the upper and 

left sides of the normalizing box before the projections are 

calculated. 

 

Thinness 

This function calculates the leaf image thinness ratio of 

mango plant. Ratio is described 

Thinness ratio = 4*pi*area / (perimeter^2) 

Where area is area of the binary image, and perimeter is 

the length of outer edge of the leaf image. The irregularity 

is opposite of thinness. 
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Centroid 

Convert the centroid to integer to get the row and 

column. 

centroidColumn = int32(centroid(1)); % "X" value 

centroidRow = int32(centroid(2)); "Y" value. 

Then extract a row or column and use find to find the 

first and last element that's set: 

 

Orientation 

Orientation is used to find the axis of least second

moment of mango leaf image of interest on a labeled 

image. The origin of image is the center of area of that leaf 

and the angle measured from the r-axis counter clockwise. 

Equation is given by 

 

 

 

 

 

 

 

Binary Features of Anwar Ratol (Train Set) 

 
 

Chaunsa (Train Set) 

 
 

Maalda (Train Set) 
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RST-Invariant Features 

RST-Invariant used to find seven moment-based 

rotation-scale-translations (rst)-invariant features for an 

image selected by the user using CVIPTools. To get the rst-

invariant features, this function first find and normalizes 

central moments. This algorithm is designed to work on the 

binary image. 

Rst_invariant([in] long* input_im1, [in] long r, [in] 

long c ,[out,retval] VARIANT *result_array); 

RST-Invariant features of mango leaves of three types 

Anwar Ratol, Chaunsa and Maalda are extracted using 

CVIPTools. These features are given in these tables. 

 

RST-Invariant Features of Anwar Ratol (Train Set) 

 
 

RST-Invariant Features of Chaunsa (Train Set) 
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RST-Invariant Features of Maalda (Train Set) 

 
 

Classification 

Identification of leaf images is the procedure which 

allocates name for image stand upon the information 

offered by its facial appearance. Classification is an 

incredibly helpful procedure utilized to identify the leaf 

images. Categorization is considered necessary to make a 

distinction of mango plant leaves with other mango plant 

leaves support on the data acquired from characteristic 

selection. Features from image data saved in catalog are 

compared to another feature from the inquiry image. 

Artificial Intelligence AI as well as fuzzy judgment is the 

most regularly procedures that are used in identification. 

There is some earlier research on leaf image processing 

using fuzzy classification. A nearer space between these 

descriptions was chosen to assign the inquiry image that is 

present in some class. Artificial Intelligence AI as well as 

fuzzy classifier is the mainly methods used into 

identification. There are a number of earlier researches on 

leaf image processing with fuzzy classification and 

artificial neural network (ANN) classifier.  

Artificial Intelligence AI is a great method which is 

utilized to categorize as well as identify indefinite tests of 

images. AI is separated interested in two techniques 

organized and unorganized. Frequently, unorganized 

Artificial Intelligence has Hopfield Network, Competitive 

Learning and Self-Organizing Maps produces a graphical 

illustration and calculations are a lesser amount of 

difficulty. Organized AI includes Multilayer Perceptron, 

Back propagation and Radial Basis Method is non 

graphical and have need of top processing control. A 

benefit of unsubstantiated neural networks is that they 

present online identification. 

During the pattern identification, earlier than training 

and testing of mango leaf images, every binary and RST-

Invariant features were extorted. Mango leaves renovation 

applies in the feature collection to remove all achievable 

dependency. Furthermore, to learn the efficiency of the 

classification, dissimilar databases including images and 

features were utilized for training and testing. 

This research contains the artificial intelligence that 

helps to approximate the a posteriori possibilities of a 

participation sample belong to every category. Particularly, 

I used Nearest Neighbor Algorithm with k=1 at Euclidean 

Distance. Dividing and integration of the images are 

depending on the possibility of every set. 

The sample classification requires two files created 

with Analysis Features. One is used for the training set and 

one is used for the test set. The user also specifies the name 

of an output file which will contain the pattern 

classification results. 

 

Classification Algorithm: Nearest Neighbor with k=1 

Data Normalization: None 

Distance Measure: Euclidean Distance 

 

This could be done by determining the leaves image 

features that must be obtained for processing. Computer 

vision is essentially implemented in image processing 

systems for a particular purpose, so the characteristic 

extraction and pattern identification is an essential element 

of every computer visualization systems. The fundamental 

method of this device is to survey characteristic extraction 

and pattern identification that permit the client to execute 

group processing with huge image data sets and  additional 

well-organized than processing single image at a time with 

CVIPtools. This let the client to choose the features and 

pattern identification parameters for the mechanical 

processing of these large image sets. CVIPTools facilitate 

the client to simply identify the training and test sets. It 

runs testing in a good way. Its fundamental principle is to 

get the most excellent parameters of methods for a 

particular purpose in arrange to achieve best classify 

outcomes of the mango image leaves images. This research 

with a collection of leave images that have binary masks 

has been shaped for the leaves image illustration. These 

masks can be produced yourself with CVIPtools or many 

further image database applications will have the masks 

obtainable. The user will load the images, identify the 

classes, choose the features, first-rate the test set, decide the 

pattern classification parameters and then allow the 

program process the complete image set. An output file will 

be produced with the results for the experiment. 

 

Output File 

The output file is a text file containing: 1) CVIPtools 

feature file header, 2) Pattern classification header, which 

contains fields for: Classification Algorithm, Data 

Normalization, Distance Measure, Test Set File name, 

Training Data Set File name, Normalized Training Data Set 

File name, Normalized Test Set File name, Output File 
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name, and the following information for each feature 

vector: 1)  Image Name in Test Set,  2) Object's row 

coordinate in Test Set, 3) Object's column coordinate in 

Test Set, 4) Class in Test Set, 5) Class in Training Set, 6) 

Value of Distance or Similarity Measure. 

This output file contains the results of classification of 

images. 

 

RESULTS AND DISCUSSION 

 
The results are obtained based on total 60 leaf images. 

Leaf Images are processed by applying canny edge 

detection and morphological feature extraction methods. 

The results of the classification model are obtained by 

following CVIPTools based artificial neural network 

method. 

The last section in the output file contains statistics for 

the test results. A table of success rates for each class, as 

well as how the misclassified feature vectors were 

classified is given. 

The accuracy of classification varies from 96%- 98 

depending on the algorithms and limitations of image 

acquisition. 

Classification also is obtained with great accuracy as 

the case with image detection. In this case also the 

classification accuracy can be obtained up to 96% with 

correct imaging techniques and algorithms. The evaluation 

of processing system is increased. The processing of 

scattered system and hardware, in the image processing 

nearest neighbour and test/train algorithm of neural 

network for classification should be improved to achieve 

the capabilities of CVIPtools tools. So, I need an inner level 

of understanding to get parallelism. This is based on the 

investigation that has been made in producing 

corresponding image processing using ANN, I wind up the 

parallelism is also achievable for image processing in crop 

growing application for recognition. 

 

 

Anwar Ratol 

 
 

 

Chaunsa 
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Maalda 

 
 

The classification results of mango plant leaves at 80 to 20 ratio is shown in the following tables. 

 

Anwar Ratol 80/20 Ratio 

 
 

Chaunsa Results 80 to 20 ratios 

 
Maalda Classification 80:20 ratio 
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CONCLUSION  
 

This research proposed an automatic identification of 

mango plant leaves identification using shape features and 

RST-Invariant features of their leaves. The automated 

classification Algorithm of Artificial Neural Network can 

prove very useful for fast and efficient classification of 

mango plant leaves images. The accuracy rate of the 

current proposed approach is very efficient comparable to 

other discussed in literature review. 

The Gabor filter and Roberts edge detector is used as 

the feature extraction. Feature selection is applied in this 

research. The existing literature and how the proposed 

method is applied explained. CVIP Tool is used here to 

extract the leaf features such as edge, binary and RST-

Invariant where edge and binary are the visual attribute 

which can be used to describe the pixel organization in an 

image. From the experimental results it is observed that the 

Proposed Method has better classification accuracy than 

others. The accuracy of classification varies from 96%- 98 

depending on the algorithms and limitations of image 

acquisition. 

I reduced the classification features for results in faster 

execution speeds and identification success rate. The 

proposed image processing system consisting of the camera 

and frame grabber and operating under the control of the 

proposed GUI that invokes the image processing libraries, 

feature selection and neural network classification routines 

can be suitable for real-time operation in several 

application environments. 

The proposed features selection approach results in 

simpler, faster and easier to train neural network 

architectures, when compared to artificial neural networks 

(ANNs) used to measure the of individual input features to 

the output of the neural network to get the output file of 

results. 

 

Future Work 

Next step in the future work, three selected classifiers 

will be tested based on our dataset and the results will be 

recorded. Only the better classifier will be used in our 

research. However, we may have to consider images that 

contain many leaves in order to test the ability of the 

classifiers. 

Future work will include research along two directions:  

1. Comparing textures base features 

2. Color features for improving recognition 

accuracies. 

An option used to consider in the future is to use color 

or texture, which has not been handled in this thesis. It is of 

course not without value towards the process of 

recognition. Blue oranges do not exist, nor is there a large 

possibility of finding an orange pear. Colors are not all that 

difficult to include in the object recognition process. I could 

supplement the shape interpretation or descriptor with color 

information, only slightly increasing its complexity. 

Interpreting texture is more difficult, since I cannot as 

easily classify textures as we can colors. But there are some 

techniques for working with textures. Gabor filters, for 

instance, have been used successfully in representing 

texture. 
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