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Abstract 
Airplane automated control is one of the indispensable components of the airplane. One of the controllable deviations in airplane is 

controlling along the transverse axis. The main objective of this paper is to select the appropriate controller for this purpose. Three 
controllers i.e. PID, fuzzy and LQR controllers are designed to control the pitch angle. After modeling and obtaining mathematical 
relationships required for the desired control system, these controllers are applied separately to the mathematical model of airplane. To 
evaluate the performance of the controllers, a square wave with amplitude of 11.5 degree and period of 7 seconds is considered to be able to 
compare the time response of the controllers. Finally it is concluded that Fuzzy controller has lower speed due to lack of overshoot. LQR and 
PID controllers' performance are almost identical but in practice the LQR controller is better to follow the desired pitch angle. 
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INTRODUCTION 

 
Airplanes today rely heavily on automated control 

systems. Development of automated control systems plays 
a crucial role in civil and military aviation. Accordingly, an 
automatic control system controls the pitch angle in harsh 
weather conditions so that the plane pitch angle is 
maintained in desired value without pilot intervention [1]. 
Auto pilot is a part of the flight control system. Role of this 
system is a mode that airplane can maintain its tendency in 
each flight condition without interference of the aircraft 
pilot [2]. Design of an automatic pilot system needs control 
theory to understand the concept of stabilized derivatives 
that are specific to an aircraft in flight [3]. 

Many works has been done to control the aircraft pitch 
angle and still continue to work in the future [4-8]. This 
angle is controlled with the horizontal rudder in the tail of 
the plane. Changing the elevator angle up or down will 
cause the nose of plane go up or down. Looking more 
precisely, changing elevator angle changes the 
aerodynamic forces that it creates non-linear equations. 
These equations must be linearized at the operating point 
that is the stability derivatives in certain flight is conditions 
[9]. 

Several works have been conducted to improve the 
fuzzy controller in [10-14]. Vick and Cohen in [15] 
conducted a height control system with a PID controller 
combined with fuzzy controller. In this paper, in order to 
follow the optimal pitch angle for the airplane, three 
controllers i.e. PID, Fuzzy and LQR controllers are 
designed separately and at the end these three controllers 
are compared with each other. 

 
 

Dynamics of System 
In this section, pitch controlled model obtained from 

longitudinal equations of airplane is briefly presented. To 
reduce the complexity of the equations, they are divided 
into two longitudinal and transverse equations [16]. Pitch 
control system is shown in Figure 1. 

 

 
 
Figure 1. Pitch Control System of airplane. 

 
In the Figure 1, shapes Xb, Yb and Zb represent the 

resultant aerodynamic forces. θ and φ represent the rotation 
of airplane around the longitudinal and transverse axis, and 
δe represents the deviation of elevator angle. Forces and 
velocity components are shown as the body fixed 
coordinates in Figure 2. 

Aerodynamic torques for roll (φ), pitch (θ) and yaw (ψ) 
are L, M and N respectively. Also p, q and r show the rates 
of these angles, respectively. α and β represent the attack 
and Sideslip angles, respectively. To model the plane data 
of [9] is used. In the following, longitudinal stability 
derivatives are given in Table 1. 
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Figure2. The concept of torques, forces and speeds in a body fixed 
coordinates. 
 
Table1. Indices of longitudinal stability derivatives. 

Indices 
longitudinal 
derivatives Pitch torque 

(FT-1) 
Z Axis force 

(F-1) 
X axis force 

(S-1) 

   Roll speeds 

 
 

 
 

 
 

Yaw speeds 

 
 

 
 

 
 

Attack angle 

   Pitch rate 

   
Elevator 
deviation 

 
Before writing equations, it is assumed that the aircraft is 
flying at a constant altitude and speed. Therefore, the 
propulsion and drag forces neutralize the weight and Lift. 
Another assumption is that the change in pitch angle will 
not change the speed of the aircraft. According to Figures 1 
and 2, dynamic equations including the forces and torques 
are presented in three equations 1, 2 and 3: 
 
X–mg.sinθ = m ( +qv–rv)                                                (1) 
Z+mg.Cosθ.Cosφ = m                               (2)  
M=                               (3) 
 

These equations are complex. Assumptions 4 to 9 can 
be considered with a good approximation: 
 
p =                                                                  (4) 
q =                                              (5) 
r =                                              (6) 

                                                     (7) 
                           (8) 

                                          (9) 
 

For the controller design, the above equations needed to 
bee linearized. A commonly used technique to investigate 
the stability and linearization of the equations is the theory 

of small disturbances. This theory is used for disturbance 
with no big amplitude like rotational lagging and 
divergence that are used for two reasons: 

1. Most of the aerodynamic positions are close to linear 
mode. 

2. To analyze the disturbed flight, it is compulsory to 
consider the disturbance equivalent to a small linear or 
rotational velocity. 

In the linearization with small disturbance theory, it is 
assumed that the plane is in stable or steady-state flight 
mode and some disturbances cause the plane to be out of 
this state. As a result, each of the flight variables has two 
parts, one is related to the variable in steady-state flight 
mode which is shown with index 0 and the other one is 
related to the disturbance and shown by ∆. Equations 10 
and 15 represent the linear velocity, angular velocity, Euler 
angles, position, torques and operators, respectively. 

 
              (10) 

                  (11) 
             (12) 

               (13)  
            (14) 

                                                                  (15) 
 

By entering new values of the variables in the original 
equations and taking into account the following 
assumptions: 

The product of small disturbances is ignored. 
The second power of small disturbances is ignored. 
Reference flight conditions is symmetric and driving 

forces are unchanged: 

 
 

Because the disturbance angle is small, sine of the 
angle is equal to its argument and cosine of the angle is 
equal to 1. Therefore, Euler angles will be orthogonal. 

Nonlinear equations will change into linear equations 
according to 16 to 17: 
 

   (16) 

 
-

                                                  (17) 
 
-

                                                                          (18) 
 
Multiplying the above equation and placing stability 
derivatives, the transfer function 19 is obtained for pitch 
rate relative to the elevator deviation: 
 

            (19) 

 
Regarding equations 20 to 22, transfer function of the 

aircraft pitch angle control can be obtained in 23 and 24. 
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                                                                          (20) 
s.                                                              (21) 

                                                               (22) 

       (23)  

                                             (24) 

 
On the other hand, the state space matrices are required for 
the LQR controller that is obtained such as equations 25 
and 26. 
 

    

 
(25) 

y=                                                (26) 

 
Controllers Design 
In this section, design of three feedback PID, Fuzzy and 

LQR controllers is described. 
 
Pid Controller Design 
If we expect improvement of transient and steady-state 

response, we need to use two lead and lag controllers at the 
same time [17]. PID controller is a controller with three 
terms where KP is proportional gain, KI integral gain and 
KD derivative gain. The transfer function of this controller 
is like 27: 

                                  (27) 

 
Parameters of the controller are selected as KP = 4.15, 

KI = 0.04 and KD = 0.9. 
 
Fuzzy Controller Design 
In controller design for a flying vehicle we are faced 

with issues such as the uncertainty of aerodynamic 
parameters, coupling of equations for motion of the body, 
presence of very non-linear and time-varying equations 
[18]. So if we need to consider all abovementioned 
parameters in controller design based on classic logic, that 
would be a difficult and to some extent impossible task. 
Therefore, a method is needed that these parameters would 
not influence on difficulty and calculation cost of the 
problem. Another problem is that is effect of dynamic 
factors on parameters like attack angle, side slip angle and 
etc is not clear. As a result, a method has to be used for 
controller design so that it is not sensitive to the variation 
of these parameters. Fuzzy controller is one of the most 
useful controllers which described in the following. 

Fuzzy systems are based on human knowledge and 
experience. Heart of a fuzzy system is a database that is 
consisted of if-then fuzzy rules and it is derived from 
human experience in different conditions of controlling a 
process which is somewhat unknown in terms of dynamic 
and structure that cannot be modeled. 

 
Figure3. Fuzzy controller system of pitch angle. 
 

Figure 3 shows the layout of a Fuzzy controller. In the 
fuzzy controller, pitch angle is sampled and is compared 
with the desired value to produce the error value. The 
designed Fuzzy controller has two inputs and one output. 
The inputs are error value and the rate of changes of error 
or error derivative that the control commands or elevator 
deviation angle is produced according to the table (2). 

 
Table2. Fuzzy controller if-then rules. 

Pitch angle Error rate ed Error (e)  
N N N 1 
N Z N 2 
N P N 3 
N N Z 4 
Z Z Z 5 
P P Z 6 
P N P 7 
P Z P 8 
P P P 9 

 
The controller has two inputs and one output, each of 

them are consisted of three triangular membership function 
of p, z and n, and each of them indicates positive, zero and 
negative. Therefore, the membership functions of the fuzzy 
controller inputs and output are defined as in Figure 4, 5 
and 6. To avoid saturation of elevator angle deviation, the 
maximum size of deviation is considered ±57 degree (±1 
radians). 

 
Figure4. Membership functions of error input. 

 

 
Figure5. Membership function of error rate input. 
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Figure6. Membership functions of output (elevator angle). 
 

LQR Controller Design 
In this section, the optimal linear quadratic 

regulator (LQR) method is used for controller design. This 
method aims to minimize the cost function J with an 
appropriate choice of matrices Q, R [19]. 

 
                     (28) 

Matrices Q, R are real and positive matrices. It is noted 
that the optimal feedback control law is defined as U= - 
K*X and all state variables can reach the equilibrium point. 
After solving the above equations, the desired value of gain 
K will be calculated as follow: 

 
K=[-0.57044    1.6929    22.361]  

 
In order to reduce the steady-state error of the system 

after reference command, the value of N should be added 
that this amount is equal to 22.36. Figure 7 shows the 
composition of K matrix feedback among this controller. 

 
Figure7. State feedback control system with LQR gain. 
 

Simulation And Analysis Of Findings  
In this section, a square command as reference is 

applied to the inputs of the controllers to evaluate the 
performance of these three controllers.  Reference wave 
amplitude is 11.5 ° (0.2 radians) with a period of 7 seconds.  
At first, response to each controller is shown separately in 
Figures 8, 9 and 10, and for comparison, all of the 
responses are shown in Figure 1. 

 
Figure8. Time response of PID controller for pitch angle. 

 
 

Figure9. Time response of Fuzzy controller for pitch angle. 
 

 
 

Figure10. Time response of LQR controller for pitch angle. 
 

 
 
Figure11. Time response of three controllers for pitch angle. 
 

The data obtained from these controllers can be found 
in Table (3). 
 
Table3. Time response indices of three controllers. 

Pitch angle controllers 
Time response indices 

LQR FUZZY PID 

0.133 1.54 0.211 Rise time (s) 

0.524 2.23 0.638 Settling time (s) 

4.63 0 0 Overshoot (%) 

0.01 0.7 0.008 Steady-state error (%) 
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CONCLUSION 
 

In this paper, after modeling the transfer function of 
airplane the pitch angle, three controllers i.e. PID, Fuzzy 
and LQR controllers are designed that all three controllers 
are able to seek the desired value of the reference signal. 
But using the obtained results in the simulation of each 
controller, it is concluded that the Fuzzy controller has very 
lower speed to track the desired value. On the other side, 
LQR and PID controllers have similar time response but 
according to the obtained diagrams it can be said that LQR 
controller has better performance with respect to these three 
controllers. To further continuing the work in the future, it 
is proposed that LQR and Fuzzy controllers are combined 
so that the Fuzzy controller generates gain matrix with 
different K at any time. This action causes the parts of the 
control process that is near to the system stability, that 
initial large gain K is not utilized. This is due to the lower 
production cost of large gains for controllers that work for a 
long time. 
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